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In this article, we study the existence and uniqueness of the strong pathwise
solution of stochastic Navier-Stokes equation with Itô-Lévy noise. Nonlinear filtering
problem is formulated for the recursive estimation of conditional expectation of
the flow field given back measurements of sensor output data. The corresponding
Fujisaki-Kallianpur-Kunita and Zakai equations describing the time evolution of the
nonlinear filter are derived. Existence and uniqueness of measure-valued solutions
are proven for these filtering equations.

Keywords Fujisaki-Kallianpur-Kunita equation; Itô-Lévy noise; Nonlinear
filtering; Stochastic Navier-Stokes equation; Zakai equation.

Mathematics Subject Classification 35R60; 93E11; 35Q30.

1. Introduction

Nonlinear filtering for fluid dynamic system has a wide range of applications
in many fields in engineering sciences such as turbulence diagnostics, weather
prediction, and oceanography. This subject was initiated in [38–42] and in [15] a
reacting and diffusing system was studied. In this work, we derive the Fujisaki-
Kallianpur-Kunita (FKK) equation and the Zakai equation for the nonlinear
filtering of stochastic Navier-Stokes equation with Itô-Lévy noise, and prove
existence and uniqueness of the measure-valued solution in certain class of measures.

We consider stochastic Navier-stokes equation with multiplicative white noise
and jump noise. Existence of strong pathwise solutions are proven by Galerkin
approximation and weak limit with a modification of Minty-Browder technique as
in [9, 26, 37], and [43]. We show the existence and uniqueness of strong pathwise
solutions for the case of �-finite Lévy measure by constructing an approximate
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382 Fernando and Sritharan

sequence of stochastic Navier-Stokes equations with Itô-Lévy measure of finite Lévy
measure type.

In [38], existence and uniqueness of the measure-valued solution of FKK
and Zakai equation for stochastic Navier-stokes equation with white noise was
established for the case of unbounded observation. In this work, we generalize this
result by adding Lévy noise to the signal process.

The structure of this article is as follows. In the next section, we describe some
mathematical properties of Navier-Stokes operators (see [22, 23]), related function
spaces and the coefficients of Itô-Lévy noise. We note a local monotonicity property
of the Navier-Stokes operators and coefficient functions of Itô-Lévy noise. Then we
prove a priori estimates for the stochastic Navier-Stokes equation. In later part of
this section, we show the existence and uniqueness of strong pathwise solutions of
stochastic Navier-Stokes equation for the cases of finite and �-finite Lévy measure.
In Section 3, we derive the FKK and Zakai equations and prove existence and
uniqueness of the measure valued solutions.

2. Stochastic Navier-Stokes Equation with Itô-Lévy Noise

2.1. Preliminaries

Let G ⊂ �2 be an arbitrary, possibly unbounded open domain with a smooth
boundary �G if the domain has a boundary. Let us denoted by u and p as the
velocity and pressure fields respectively. The stochastic Navier-Stokes equation with
Itô-Lévy noise is formulated as follows.

du�y� t�+ �−��u�y� t�+ �u�y� t� · ��u�y� t�+ �p�y� t��dt

= f�y� t�dt + 	�t� u�y� t��dW�y� t�
+

∫
�

�u�y� t−�� x�Ñ �dt� dx� in G × �0� T�� (2.1)

with the conditions 
� · u�y� t� = 0 in G × �0� T�
u�y� t� = 0 in �G × �0� T�
u�y� 0� = u0�y� in G × �0��

u�y� t�→ 0 as �y� → � if G is unbounded
 (2.2)

In the system (2.1)–(2.2), f � G × �0� T�→ �2 is a possibly random forcing term,
�> 0 is the coefficient of kinematic viscosity. W�
� t� is a Hilbert-space valued
Wiener process [8] in time with the trace-class covariance and Ñ �dt� dx� is
the compensated Poisson measure [2]. We assume that W�
� 
� and N�
� 
� are
independent. 	�
� 
� and 
�
� 
� represent the multiplicative diffusion coefficient
function and the jump noise coefficient function respectively. Assumptions regarding
	�
� 
� and 
�
� 
� are given in this section.

Let us express the Stochastic Navier-Stokes equation (2.1) in the abstract form
using the following function spaces (for definition of these spaces see [44–46] for
bounded domains and [12, 21, 24, 36, 44, 47] for arbitrary domains):

Let � = �u ∈ ��
0 �G� �� · u = 0�. The spaces � and � are defined by the

completion of � with �2�G� and �1�G� norms, respectively. The space �� is defined
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 383

by the completion of � in the seminorm ��u��2 . In general � and �� are different,
but they would coincide when G is a Poincaré domain [44]. In the case of bounded
domains we have

� �= �u ∈ �2�G� � � · u = 0� u · n��G = 0�� (2.3)

� �= {
u ∈ �1�2

0 �G� � � · u = 0
}
� (2.4)

where �1�2
0 �G� = �u ∈ �2�G� � �u ∈ �2�G�� u��G = 0� and n is the outward normal

vector. By taking �′ as the dual of �, we will have the dense continuous embedding
� ⊂→ � = �′ ⊂→ �′.

Let us define Stokes operator A and nonlinear operator B as follows.

A ��2�G� ∩� → �� with Au = −�PH�u� (2.5)

B � D�B� ⊂ �×� → �� with B�u� v� = PH�u · �v�
 (2.6)

Here PH � L
2�G�→ H is the Helmholtz-Hodge projection.

The norms in the Hilbert spaces �, and � are denoted by �
�, and 


 respectively.
The inner product in the Hilbert space � and the induced duality associate with �
and �′ are denoted by �
� 
� and �
� 
� respectively. For u = �ui�, v = �vi� and w =
�wi�, we have

�Au�w� = �∑i�j

∫
G �iuj�iwjdx� (2.7)

�B�u� v��w� = ∑
i�j

∫
G ui��ivj�wjdx
 (2.8)

By applying integration by parts to (2.8), we will get

�B�u� v��w� = −�B�u�w�� v�� (2.9)

�B�u� v�� v� = 0� (2.10)

for all u� v�w ∈ �.

Lemma 2.1. The trilinear form �B�u� v��w� = ∑
i�j

∫
G ui��ivj�wjdx is continuous on

�m1�G�×�m2+1�G�×�m3�G� where mi ≥ 0, and

m1 +m2 +m3 ≥
n

2
if mi �=

n

2
� for all i


m1 +m2 +m3 >
n

2
if mi =

n

2
� for some i


Furthermore, for all u� v�w ∈ � and n = 2,

��B�u� v��w�� ≤ KB�u� 12 
u
 1
2 
v
�w� 12 
w
 1

2 
 (2.11)

Proof. See Lemma 2.1 in [46]. �

Let Q be a symmetric, positive trace class operator on �. Then there exist a
sequence of eigenvalues ��k� with the corresponding sequence of eigenvectors �ek�
such that Tr�Q� = ∑�

k=1 �k < � and Qek = �kek for all k ∈ � (see [8]).
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384 Fernando and Sritharan

Definition 2.1. Let ���	 �	t�P� be a complete, filtered probability space. A
stochastic process �W�t� � t > 0� is said to be a �-valued 	t-adapted Wiener process
with covariance operator Q if the following two conditions are satisfied:

1. For each non-zero h ∈ �, �Q1/2h�−1�W�t�� h� is a standard one-dimensional
Wiener process.

2. For any h ∈ �, �W�t�� h� is a martingale adapted to 	t.

Let LQ denote the space of linear bounded operators S such that SQ1/2 is
Hilbert-Schmidt from � to �. That is for any orthonormal basis �ek� in �,∑�
k=1 �SQ1/2ek�2 < �. The norm of LQ obtained as follows.

�S�2LQ
=

�∑
k=1

�SQ1/2ek�2 =
�∑
k=1

(
SQ1/2ek� SQ

1/2ek
)

=
�∑
k=1

(
Q1/2S∗SQ1/2ek� ek

) = Tr��SQ1/2�∗SQ1/2�

= Tr�SQ1/2�SQ1/2�∗� = Tr�SQS∗�
 (2.12)

In the above, we used the fact that, if A is a Hilbert-Schmidt operator then
Tr�A∗A� = Tr�AA∗�.

We shall impose the following hypotheses on multiplicative noise coefficient 	 �
�0� T�×� → L�����.

1. There exists a positive constant K̃1 such that

�	�t� u��L����� ≤ K̃1�1+ �u��� for all t ∈ �0� T�� u ∈ �


2. There exists a positive constant M̃1 such that

�	�t� u�− 	�t� v��L����� ≤ M̃1�u − v�� for all t ∈ �0� T�� u� v ∈ �


Now we can obtain the main assumptions (A1 and A2) regarding 	 � �0� T�×� →
L����� from the above two hypothesis. Consider

�	�t� u��2LQ
=

�∑
k=1

�Q1/2	∗�t� u�	�t� u�Q1/2ek� ek�

=
�∑
k=1

�k�	�t� u�ek�2 ≤
�∑
k=1

�k�	�t� u��2L������ek�2 ≤ Ḿ�	�t� u��2L�����

≤ K1�1+ �u�2�� (2.13)

where �1� �2� 
 
 
 are the eigenvalues of the trace class operator Q. Similarly we
can obtain assumption A2 from Hypothesis 2. Now we have main assumptions
regarding 	 � �0� T�×� → L����� (see Section 2 [34]).

(A1) There exists a positive constant K1 such that

�	�t� u��2LQ
≤ K1�1+ �u�2�� for all t ∈ �0� T�� u ∈ �
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 385

(A2) There exists a positive constant M1 such that

�	�t� u�− 	�t� v��2LQ
≤ M1�u − v�2� for all t ∈ �0� T�� u� v ∈ �


Poisson random measure is defined as follows: Let �L�t�� t ≥ 0� be a �-valued
Lévy process with jump �L�t� �= L�t�− L�t−� at t ≥ 0. Then N��0� t�� B� = #�s ∈
�0� t� � �L�s� ∈ B� is the Poisson random measure associated with the Lévy process
�L�t�� t ≥ 0�, (see Section 2.3, [2]), where B ∈ 
��\�0��.

Let ��dx� be the �-finite Lévy measure on � associated with the Poisson
measure N�dt� dx�. The compensated Poisson measure is defined as Ñ �dt� dx� �=
N�dt� dx�− ��dx�dt, that is E�N�dt� dx�� = ��dx�dt (see Section 1 [28]). Let 
���
be the Borel �-algebra on �. Then 
��\�0�� is the trace �-algebra on �\�0�. There
exists a sequence of Borel measurable sets ��m�

�
m=1 ⊆ 
��\�0�� such that 0 ∈ ��Zm�c,

���m� < � for all m ∈ � and �m ↑ � as m→ �.

Note 2.1. For the simplest case, the above limit can be viewed as follows. Let
��
� be a Lévy measure on �n\�0�. Define a sequence ��m�m ∈ �� that decreases
monotonically to zero by (see Section 2.6.2,[2])

�m = sup
{
y > 0 �

∫
0<�x�<y

�x�2��dx� ≤ 1
8m
� x ∈ �n

}



Then the sequence of Borel sets �Gm�m ∈ �� defined by

Gm = �x ∈ �n � �x� > �m� �

such that ��Gm� < � for all m ∈ � satisfy Gm ↑ �n\�0� when m→ �.

Let us assume (similar to [49]) that the following conditions hold on jump
coefficient function 
 ��×� → �.

(B1) There exists a positive constant K2 such that∫
�
�
�u� x��q��dx� ≤ K2�1+ �u�q�� for all u ∈ �� q = 1� 2� 4


(B2) There exists a positive constant M2 such that∫
�
�
�u� x�− 
�v� x��2��dx� ≤ M2�u − v�2� for all u� v ∈ �


(B3)

sup
�u�≤k̃

∫
�cn

�
�u� x��2��dx�→ 0 as n→ �� for u ∈ �� k̃ > 0


Now we can express the system (2.1) in abstract form as follows.

du�t�+ ��Au�t�+ B�u�t���dt = f�t�dt + 	�t� u�t��dW�t�
+

∫
�

�u�t−�� x�Ñ �dt� dx�
 (2.14)
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386 Fernando and Sritharan

Note 2.2. Here we note that the last integral make sense as Poisson integral with
respect to the compensated Poisson measure Ñ �
� 
�, (see [2, Section 4.3.2]). Besides,
this Poisson integral is finite due to the quadratic growth rate assumption on the
jump noise coefficient 
�
� 
� and the energy estimates and stopping time arguments
established in Theorem 2.3 in subsequent section. We use the same notation for
noise coefficients and right hand side forcing in (2.1) and their Hodge projection
in (2.14).

2.2. Local Monotonicity Property and A Priori Estimates

Theorem 2.2 (Local Monotonicity of �F�u�� 	� 
� when ��
� is a finite Lévy measure).
For a given r > 0, we consider the following (closed) �p�G�− ballBr with p > 2 in
the space �: Br �= �v ∈ � � 
v
Lp�G� ≤ r�. Define the nonlinear operator F on � by
F�u� �= �Au + B�u�. Then the �F�u�� 	� 
� is monotone in Br in the following sense:

�F�u�− F�v��w� − �	�t� u�− 	�t� v��2LQ

+
∫
�
�
�u� x�− 
�v� x��w���dx�

+
(
C��pr

2p
p−2 +M1 +

√
����M2

)
�w�2 ≥ �

2

w
2� (2.15)

for any u ∈ �, v ∈ �r and w = u − v.

Proof. Let v and w be in the spaces �p�G� and �, respectively. Then the following
estimate holds for p > 2.

��B�w�� v� � ≤ Cp
w

p+2
p �w� p−2

p 
v
�p�G�
 (2.16)

(See Section 2, Lemma 3.1, [9]).
From (2.9) and based on the trilinearity of the operator B, we have

�B�u�− B�v��w� = −�B�w�� v�
 (2.17)

Now combine (2.16) and (2.17), then apply Young’s inequality to get

��B�u�− B�v��w�� ≤ Cp
w

p+2
p �w� p−2

p 
v
�p�G�
≤ �

2

w
2 + C��p�w�2
v


2p
p−2

�p�G�
 (2.18)

Applying the Cauchy-Schwartz inequality and B2,∫
�
��
�u� x�− 
�v� x��w����dx�

≤ √
���� �w�

[∫
�
�
�u� x�− 
�v� x��2 ��dx�

] 1
2

≤ √
����M2�w�2
 (2.19)

By using the definition of operator F, estimates (2.18), (2.19), �Aw�w� = �
w
2,

v
�p�G� ≤ r, condition A2, and B2, one can complete the proof. �
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 387

Let us consider a finite-dimensional Galerkin approximation of the stochastic
Navier-Stokes equation with Itô-Lévy noise. Let �e1� e2� e3� 
 
 
 � ei� 
 
 
 � be an
orthonormal basis for � with each ei ∈ D�A�. Let �n be a finite-dimensional
subspace of � spanned by �e1� e2� e3� 
 
 
 � en�. Let Pn denote the orthonormal
projection from � → �n. Let us define Wn = PnW, 	n = Pn	 and 
n = Pn
. We
consider the finite-dimensional stochastic Navier-Stokes equation in variational
form for un�t�:

�un�t�� v� = �un�0�� v�−
∫ t

0
�Aun�s�� v�ds −

∫ t

0
�Bn�un�s��� v�ds

+
∫ t

0
�fn�s�� v�ds +

∫ t

0
�	n�s� un�s��dWn�s�� v�

+
∫ t

0

∫
�n
�
n�un�s

−�� x�� v�Ñ �ds� dx�� (2.20)

with un0 = Pnu0 for each v ∈ �n.

Note 2.3. In the finite-dimensional system (2.20), we take compensated Poisson
integral with the Lévy measure ���n� < � and �n ↑ �.

We follow the techniques in [37] (see also [1]) to obtain the following a priori
estimate results.

Theorem 2.3. Let un�t� be a adapted process in 
�0� T��n� that satisfies (2.20).
Under the assumptions 	�
� 
� and 
�
� 
� (i.e., A2 and B1), we have following estimates.

1. Let f ∈ �2����2�0� T��′�� and E�u0�2 < �, then for all 0 ≤ t ≤ T ,

E
(
sup
0≤s≤t

�un�s��2 + �
∫ t

0

un�s�
2ds

)
≤ C

(
E�u0�2�

∫ T

0
E
f�s�
2�′ds� �� T�K1�K2

)

 (2.21)

2. Let f ∈ �4����4�0� T��′�� and E�u0�4 < �, then for all 0 ≤ t ≤ T ,

E
(
sup
0≤s≤t

�un�s��4 + 2�
∫ t

0
�un�s��2
un�s�
2ds

)
≤ C

{
E�u0�4�

∫ T

0
E
f�s�
4�′ds� �� T�K1�K2

}

 (2.22)

Proof. We start with the finite-dimensional system of �n valued stochastic
ordinary differential equation (2.20):

dun�t� = −�Aun�t�+ Bn�un�t���dt + fn�t�dt

+ 	n�t� un�t��dWn�t�+
∫
�n
�
n�un�t

−�� x�Ñ �dt� dx� (2.23)

For any fixed N ≥ 1 and n ≥ 1, define �nN �= inf�t � �un�t��2 +
∫ t
0 
un�s�
2ds ≥ N�.
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388 Fernando and Sritharan

By means of Itô’s Lemma (Theorem 4.4.10 of [2] or Section 4 of [33] and also
find Itô formula in [6, 14, 16, 31]) and (2.23), we obtain

�un�t ∧ �nN ��2 = �un�0��2 − 2�
∫ t∧�nN

0

un�s�
2ds + 2

∫ t∧�nN

0
�fn�s�� un�s��ds

+ 2
∫ t∧�nN

0
�	n�s� un�s��dWn�s�� un�s��

+ 2
∫ t∧�nN

0

∫
�n
��
n�un�s

−�� x�� un�s
−��Ñ �ds� dx�

+
∫ t∧�nN

0
�	n�s� un�s��dWn�s�� 	n�t� un�s��dWn�s��

+ ∑
0≤s≤t∧�nN

�un�s�− un�s
−��2� (2.24)

where the jumps �un�s�− un�s
−�� are in �n. By noting 2�fn�t�� un�t�� ≤ �
un�t�
2 +

1
�

fn�t�
2�′ and taking the supremum of both sides of (2.24) before applying

expectation

E
(

sup
0≤s≤t∧�nN

�un�s��2
)
+ �

∫ t∧�nN

0
E
un�s�
2ds ≤ E�un�0��2

+ 1
�

∫ T∧�nN

0
E
fn�s�
2�′ds + 2E

(
sup

0≤s≤t∧�nN

∣∣∣∫ s

0
�	n�ś� un�ś��dWn�ś�� un�ś��

∣∣∣ )

+ 2E
(

sup
0≤s≤t∧�nN

∣∣∣∣∫ s

0

∫
Zn

�
n�un�ś−�� x�� un�ś−��Ñ �dś� dx�
∣∣∣∣ )

+ E
∫ t∧�nN

0
Tr�	n�s� un�s��Q	

∗
n�s� un�s���ds

+ E
∑

0≤s≤t∧�nN
�
n�un�s−�� �un�s���2 
 (2.25)

Applying the Burkholder-Davis-Gundy inequality, Cauchy-Schwartz inequality, and
condition (A1) for first martingale term in the right-hand side of (2.25):

2E
(

sup
0≤s≤t∧�nN

∣∣∣∫ s

0
�	n�ś� un�ś��dWn�ś�� un�ś��

∣∣∣ )

≤ 2
√
2K1E

( ∫ t∧�nN

0
�1+ �un�s��2��un�s��2ds

) 1
2

≤ �

2
E
(

sup
0≤s≤t∧�nN

�un�s��2
)
+ 4K1

2

�
E
∫ t∧�nN

0
�un�s��2ds +

4K1
2

�
T
 (2.26)

Similarly, we can estimate the martingale term involved with the compensated
Poisson process as follows:

2E
(

sup
0≤s≤t∧�nN

∣∣∣∣∫ s

0

∫
Zn

�
n�un�ś−�� x�� un�ś−��Ñ �dś� dx�
∣∣∣∣ )
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 389

≤ 2
√
2E

( ∫ t∧�nN

0

∫
Zn

��
n�un�s−�� x�� un�s−���2N�dś� dx�
) 1

2

≤ 2
√
2E

(
sup

0≤s≤t∧�nN
�un�s��2

) 1
2
( ∫ t∧�nN

0

∫
Zn

�
n�un�s−�� x��2N�dś� dx�
) 1

2

≤ �

2
E
(

sup
0≤s≤t∧�nN

�un�s��2
)
+ 4
�

∫ t∧�nN

0

∫
Zn

E�
n�un�s−�� x��2��dx�ds

≤ �

2
E
(

sup
0≤s≤t∧�nN

�un�s��2
)
+ 4K2

�
E
∫ t∧�nN

0
�un�s��2ds +

4K2

�
T
 (2.27)

Let us estimate the last term in the right-hand side of (2.25);

E
∑

0≤s≤t∧�nN
�
n�un�s−�� �un�s���2

= E
∫ t∧�nN

0

∫
�n

�
n�un�s−�� x��2N�ds� dx�

= E
∫ t∧�nN

0

∫
�n

��
n�un�s−�� x��2��dx�ds
 (2.28)

Replacing (2.26), (2.27), (2.28) in (2.25) and applying conditions A1 and B1,

E
(

sup
0≤s≤t∧�nN

�un�s��2
)
+ �E

∫ t∧�nN

0

un�s�
2ds ≤ E�un�0��2

+ 1
�
E
∫ T∧�nN

0

fn�s�
2�′ds + �E

(
sup

0≤s≤t∧�nN
�un�s��2

)

+ 4K1
2

�
E
∫ t∧�nN

0
�un�s��2ds +

4K2

�
E
∫ t∧�nN

0
�un�s��2ds

+ 4�K1
2 +K2�

�
T + E

∫ t∧�nN

0
Tr�	n�s� un�s��Q	

∗
n�s� un�s���ds

+ E
∫ t∧�nN

0

∫
Zn

�
n�un�s−�� x��2��dx�ds ≤ E�un�0��2

+ 1
�
E
∫ T∧�nN

0

fn�s�
2�′ds + �E

(
sup

0≤s≤t∧�nN
�un�s��2

)
+ C1E

∫ t∧�nN

0

(
sup
ś≤s

�un�ś��2
)
ds + C1T
 (2.29)

Thus, we have

�1− ��E
(

sup
0≤s≤t∧�nN

�un�s��2
)
+ �E

∫ t∧�nN

0

un�s�
2ds ≤ E�u0�2

+ 1
�
E
∫ T

0

fn�s�
2�′ds + C1E

∫ t∧�nN

0

(
sup
ś≤s

�un�ś��2
)
ds + C1T
 (2.30)
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390 Fernando and Sritharan

Applying Gronwall’s inequality to (2.30) with � = 1
2 , we get

E
(

sup
0≤s≤t∧�nN

�un�s��2
)
+ �E

∫ t∧�nN

0

un�s�
2ds

≤ 2
(
E�u0�2 +

1
�
E
∫ T

0

fn�s�
2�′ds + C1T

)
exp �2C1T� 
 (2.31)

Now define

�N �=
{
� ∈ � � �un�t��2 +

∫ t

0

un�s�
2ds < N

}
� (2.32)

Then we have ∫
�N

(
�un�t��2 +

∫ t

0

un�s�
2ds

)
P�d��

+
∫
�\�N

(
�un�t��2 +

∫ t

0

un�s�
2ds

)
P�d�� ≤ C2
 (2.33)

Then by dropping the first integral and using the fact that �un�t��2+
∫ t
0
un�s�
2ds≥N

in �\�N ,

P ��\�N� ≤
C2

N

 (2.34)

Note also that

P �� ∈ � � �nN < t� = P ��\�N� ≤
C2

N
� for any t ≤ T
 (2.35)

Hence, lim supN→� P�� ∈ � � �nN < t� = 0. Therefore, �nN → t as N → �. Then
taking the limit of (2.31) as N → �, we get (2.21).

Now we will prove the second estimate.
Define �nN �= inf�t � �un�t��4 +

∫ t
0 �un�s��2
un�s�
2ds ≥ N�, then apply Itô’s Lemma

(Theorem 4.4.10 of [2] or Section 4 of [33]) to the function u → �u�4 to get,

�un�t ∧ �nN ��4 = �un�0��4 − 4�
∫ t∧�nN

0
�un�s��2
un�s�
2ds

+ 4
∫ t∧�nN

0
�un�s��2�fn�s�� un�s��ds

+ 4
∫ t∧�nN

0
�un�s��2�	n�s� un�s��dWn�s�� un�s��

+ 4
∫ t∧�nN

0
�un�s��2

∫
�n
��
n�un�s

−�� x�� un�s
−��Ñ �ds� dx�

+ 6
∫ t∧�nN

0
�un�s��2Tr�	n�s� un�s��Q	∗

n�s� un�s���ds

D
ow

nl
oa

de
d 

by
 [

N
av

al
 P

os
tg

ra
du

te
 S

ch
oo

l, 
D

ud
le

y 
K

no
x 

L
ib

ra
ry

] 
at

 1
1:

04
 1

8 
A

pr
il 

20
13

 



Nonlinear Filtering of Stochastic Navier-Stokes Equation 391

+ ∑
0≤s≤t∧�nN

[
�un�s�− un�s

−��4 + 4�un�s��2�un�s�� un�s−��

− 2�un�s��2�un�s−��2 − 4�un�s�� un�s
−��2 + 2�un�s−��4

]
� (2.36)

where the jumps �un�s�− un�s
−�� are in �n. Now apply Young’s inequality to the

term �fn�t�� un�t��, condition A1 to the sixth term in right-hand side of (2.36), and
taking supremum of both sides before applying expectation, we get

E
(

sup
0≤s≤t∧�nN

�un�s��4
)
+ 2�E

∫ t∧�nN

0
�un�s��2
un�s�
2ds ≤ E�un�0��4

+ 2
�
E
∫ t∧�nN

0
�un�s��2
fn�s�
2�′ds

+ 4E
(

sup
0≤s≤t∧�nN

∣∣∣∫ s

0
�un�ś��2�	n�ś� un�ś��dWn�ś�� un�ś��

∣∣∣ )

+ 4E
(

sup
0≤s≤t∧�nN

∣∣∣∣∫ s

0
�un�ś��2

∫
Zn

�
n�un�ś−�� x�� un�ś−��Ñ �dś� dx�
∣∣∣∣ )

+ 6K1E
∫ t∧�nN

0
�un�s��2�1+ �un�s��2�ds

+ E
∑

0≤s≤t∧�nN

[
��un�s��4 + 4�un�s��2�un�s−����un�s��

+ 2�un�s−��3��un�s�� + 2�un�s−��2�un�s����un�s��
]
� (2.37)

where ��un�s�� = �un�s�− un�s
−��. The Cauchy-Schwartz inequality, and triangle

inequality have been applied for the terms associated with jumps in (2.36).
The second term in the right-hand side of (2.37) is estimated by means of

Young’s inequality as follows.

2
�
E
∫ t∧�nN

0
�un�s��2
fn�s�
2�′ds ≤ �

4
E

(
sup

0≤s≤t∧�nN
�un�s��4

)

+ 4
�2�

E
∫ T∧�nN

0

fn�s�
4�′ds + 4

�2�
T
 (2.38)

By using Burkholder-Davis-Gundy inequality, Cauchy-Schwartz inequality, and
condition A1,

4E
(

sup
0≤s≤t∧�nN

∣∣∣∫ s

0
�un�s��2�	n�ś� un�ś��dWn�ś�� un�ś��

∣∣∣ )
≤ �

4
E
(

sup
0≤s≤t∧�nN

�un�s��4
)

+ 16
�
E
(

sup
0≤s≤t∧�nN

∣∣∣∫ s

0
�	n�ś� un�ś��dWn�ś�� un�ś��

∣∣∣ )2
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392 Fernando and Sritharan

≤ �

4
E
(

sup
0≤s≤t∧�nN

�un�s��4�
)
+ 16

√
2K1

�
E
∫ t∧�nN

0
�un�s��2�1+ �un�s��2�ds

≤ �

4
E
(

sup
0≤s≤t∧�nN

�un�s��4�
)
+ 24

√
2K1

�
E
∫ t∧�nN

0
�un�s��4ds +

16
√
2K1

�
T
 (2.39)

We can estimate the martingale term associated with compensated Poisson process
by similar procedure using Condition B1;

4E
(

sup
0≤s≤t∧�nN

∣∣∣∣∫ s

0
�un�ś��2

∫
Zn

�
n�un�ś−�� x�� un�ś−��Ñ �dś� dx�
∣∣∣∣ )

≤ �

4
E
(

sup
0≤s≤t∧�nN

�un�s��4�
)
+ 16

√
2K2

�
E
∫ t∧�nN

0
�un�s��2�1+ �un�s��2�ds

≤ �

4
E
(

sup
0≤s≤t∧�nN

�un�s��4�
)
+ 24

√
2K2

�
E
∫ t∧�nN

0
�un�s��4ds +

16
√
2K2

�
T
 (2.40)

Let us estimate the term involving jumps in (2.37).

E
∑

0≤s≤t∧�nN

[
��un�s��4 + 4�un�s��2�un�s−����un�s��

+ 2�un�s−��3��un�s�� + 2�un�s−��2�un�s����un�s��
]

≤ E
∑

0≤s≤t∧�nN
��un�s��4

+ 8E
(

sup
0≤s≤t∧�nN

�un�s��2
)(

sup
0≤s≤t∧�nN

�un�s−��
) ∑

0≤s≤t∧�nN
��un�s��

≤ E
∑

0≤s≤t∧�nN
��
n�un�s−�� �un�s���4 + 8E

(
sup

0≤s≤t∧�nN
�un�s��2

)

×
(

sup
0≤s≤t∧�nN

�un�s��
) ∑

0≤s≤t∧�nN
��
n�un�s−�� �un�s���

≤ E
∫ t∧�nN

0

∫
�n

�
n�un�s−�� x��4 N�ds� dx�+ 8
[
E
(

sup
0≤s≤t∧�nN

�un�s��2
)2] 1

2

×
[
E
(

sup
0≤s≤t∧�nN

�un�s��
)4] 1

4
[
E
( ∫ t∧�nN

0

∫
�n

�
n�un�s−�� x��N�ds� dx�
)4] 1

4

≤ E
∫ t∧�nN

0

∫
�n

�
n�un�s−�� x��4 N�ds� dx�+
�

4
E
(

sup
0≤s≤t∧�nN

�un�s��4
)

+ 8
(
24
�

)3

E
( ∫ t∧�nN

0

∫
�n

�
n�un�s−�� x�� Ñ �ds� dx�
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 393

+
∫ t∧�nN

0

∫
�n

�
n�un�s−�� x�� ��dx�ds
)4

≤ E
∫ t∧�nN

0

∫
�n

�
n�un�s−�� x��4 ��dx�ds +
�

4
E
(

sup
0≤s≤t∧�nN

�un�s��4
)

+ 8C̆
(
24
�

)3

E
( ∫ t∧�nN

0

∫
�n

�
n�un�s−�� x��2 ��dx�ds
)2

+ 8C̆K2
2

(
24
�

)3

E
( ∫ t∧�nN

0
�1+ �un�s��2�ds

)2

+ 8C̃K2
4

(
24
�

)3

E
( ∫ t∧�nN

0
�1+ �un�s���ds

)4

≤ �

4
E
(

sup
0≤s≤t∧�nN

�un�s��4
)
+

[
16TK2

2

(
24
�

)3

�C̆ + 2T 2K2
2C̃�+K2

]

× E
∫ t∧�nN

0
�un�s��4ds +

[
16K2

2

(
24
�

)3

�C̆ + 2T 2K2
2C̃�+K2

]
T


(2.41) holds due to Cauchy-Schwartz inequality, Young’s inequality, and condition
B1. Combining (2.37), (2.38), (2.39), (2.40), and (2.41), reorganizing terms,

�1− ��E
(

sup
0≤s≤t∧�nN

�un�s��4
)
+ 2�E

∫ t∧�nN

0
�un�s��2
un�s�
2ds ≤ E�u0�4

+ 4
�2�

E
∫ T

0

fn�s�
4�′ds + C3E

∫ t∧�nN

0

(
sup
ś≤s

�un�ś��4
)
ds + C4T
 (2.41)

By means of Gronwall’s Lemma with � = 1
2 , we get

E
(

sup
0≤s≤t∧�nN

�un�s��2
)
+ 2�E

∫ t∧�nN

0
�un�s��2
un�s�
2ds

≤ 2
(
E�u0�2 +

8
�2
E
∫ T

0

fn�s�
4�′ds + C3T

)
exp �2C4T� 
 (2.42)

Define

�̂N �=
{
� ∈ � � �un�t��4 +

∫ t

0
�un�s��2
un�s�
2ds < N

}
� (2.43)

then ∫
�̂N

(
�un�t��4 +

∫ t

0
�un�s��2
un�s�
2ds

)
P�d��

+
∫
�\�̂N

(
�un�t��4 +

∫ t

0
�un�s��2
un�s�
2ds

)
P�d�� ≤ Ć
 (2.44)
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394 Fernando and Sritharan

Then by dropping the first integral and using the fact that, �un�t��4 +∫ t
0 �un�s��2
un�s�
2ds ≥ N in �\�̂N . We obtain,

P
{
�\�̂N

}
≤ Ć
N

 (2.45)

Note also that

P �� ∈ � � �nN < t� = P
{
�\�̂N

}
≤ C4

N
� for any t ≤ T
 (2.46)

Hence, lim supN→� P�� ∈ � � �nN < t� = 0. Therefore, �nN → t as N → �. Therefore,
by taking N → �, we will get the estimate (2.22). �

2.3. Existence and Uniqueness

Definition 2.2. Let ���	 �	t�P� be a complete probability space equipped with a
filtration 	t. Let u�t� be a �2������0� T���� ∩�2��× �0� T����-valued cádlág
(with respect to 
�0� T���) adapted process. Suppose that u�t� satisfies stochastic
Navier-Stokes equation in weak sense almost surely:

�u�t�� v� = �u�0�� v�−
∫ t

0
�Au�s�� v� ds −

∫ t

0
�B�u�s��� v� ds

+
∫ t

0
�f�s�� v�ds +

∫ t

0
�	�s� u�s��dW�t�� v�

+
∫ t

0

∫
�
�
�u�s−�� x�� v�Ñ �ds� dx� a.s.� for all v ∈ �� (2.47)

and also the energy inequalities in Theorem 2.3. Then u�t� is called a strong pathwise
solution of (2.14).

2.3.1. Lévy Measure ��
� is Finite. In this section, we first prove existence and
uniqueness of solution of (2.14) associated with the finite Lévy measure (i.e. ���� <
�) using local monotonicity method and generalization of the Minty-Browder
technique. The major advantage of this technique is the complete elimination of
compact embedding theorem that is only available for bounded domains.

Some of the earlier works on monotonicity method for stochastic partial
differential equations are [19, 25, 27, 29], and [43], who proved the existence
and uniqueness of strong and martingale solutions for a wide class of stochastic
evolution equations. Menaldi and Sritharan [26] generalized this method for local
monotonicity so that it is applicable for stochastic Navier-Stokes equations.

Since ���� < �, we can organize the jump times of N�ds� dx� as follows (see
[49]):

�1��� < �2��� < �3��� < · · · 

Since

∫ t
0

∫
� 
�u�t

−�� x�N�dt� dx� = 0 on time interval �0� �1����, the stochastic
Navier-Stokes equation (2.14) reduces to following form.

du�t�+ ��Au�t�+ B�u�t���dt

= f�t�dt + 	�t� u�t��dW�t�−
∫
�

�u�t�� x���dx�dt
 (2.48)
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 395

The finite-dimensional stochastic Navier-Stokes equation in variational formulation
on the interval �0� �1���� can be represented as follows:

�un�t�� v� = �un�0�� v�+
∫ t

0
�fn�s�� v�ds

−
∫ t

0
�Aun�s�+ Bn�un�s��� v�ds −

∫
�n
�
n�un�s�� x���dx�� v�ds

+
∫ t

0
�	n�s� un�s��dWn�s�� v�� (2.49)

with un0 = Pnu0 for each v ∈ �n.

Theorem 2.4. Let f ∈ �4����4�0� T��′�� and the initial value u0 satisfies E�u0�4<�.
Suppose that the conditions associated with 	�
� 
� and 
�
� 
� (i.e., A1-A2 and B1-B3)
hold. Then the model (2.48) has a unique adapted solution u�t� �� x� on �0� �1���� in
�2������0� T��� ∩��0� T���� ∩�2��× �0� T����.

Proof. Firstly, we prove existence results.

1. Weak convergent sub-sequences.
According to Banach-Alaoglu theorem and Theorem 2.3, we can extract

sub-sequences from Galerkin approximation �un�t�� and each sub-sequence have
following limits.

• un�
�→ u�
� weak star in �4������0� T���� ∩�2��× �0� T����,
• F̃�un�
��→ F̃0�
� weakly in �2��× �0� T���′�, where the operator F̃�
� =

F�
�− f ,
The following two statements hold since 	�
� 
� and 
�
� 
� satisfy
condition A1 and B1, respectively, and first part of the a priori estimates.

• 	n�t� un�
��→ S�
� weakly in �2��× �0� T��LQ� and• ∫
� 
n�un�s�� x���dx�→ J�
� weakly in �2��× �0� T���′�.

Then u�t� has the Itô differential

du�t�+ F̃0�t�dt + J�t�dt = S�t�dW�t� (2.50)

in �2��× �0� T���′�


2. Local Minty-Browder technique.
Define

R�t� �= 16
�3

∫ t

0

v
4�4�G�ds +

(
M1 +

√
����M2

)
t� (2.51)

where v�t� �� x� is an any adapted process in ���0� T��m� with m < n.
By applying Itô’s Lemma (Theorem 4.4.10 of [2] or Section 4 of [33]) to

e−R�t��un�t��2,

d
[
e−R�t��un�t��2

]
= e−R�t�d�un�t��2 − Ṙ�t�e−R�t��un�t��2

= e−R�t�
[(− 2F̃�un�t��� un�t�

)
dt − 2

∫
�
�
n�un�s�� x�� un�s����dx�dt
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396 Fernando and Sritharan

+ 2�	n�t� un�t��dWn�t�� un�t��+ �	n�t� un�t���2LQ
dt
]

− Ṙ�t�e−R�t��un�t��2dt
 (2.52)

Integrating (2.52) from 0 to T ,

e−R�T��un�T��2 − �un�0��2

=
∫ T

0
e−R�t�

(− 2F̃�un�t��� un�t�
)
dt

− 2
∫ T

0
e−R�t�

∫
�
�
n�un�t�� x�� un�t����dx�dt

+ 2
∫ T

0
e−R�t��	n�t� un�t��dWn�t�� un�t��

+
∫ T

0
e−R�t��	n�t� un�t���2LQ

dt −
∫ T

0
Ṙ�t�e−R�t��un�t��2dt
 (2.53)

Taking expectation on both sides and using the fact that the third term is
martingale,

E
(
e−R�T��un�T��2

)
− E�un�0��2

= E
∫ T

0
e−R�t�

(− 2F̃�un�t��− Ṙ�t�un�t�� un�t�
)
dt

− 2E
∫ T

0
e−R�t�

∫
�
�
n�un�t�� x�� un�t����dx�dt

+ E
∫ T

0
e−R�t��	n�t� un�t���2LQ

dt
 (2.54)

Taking liminf on both sides of (2.54) and by means of lower semi-continuity of �2-
norm and strong convergence of the initial data un�0�,

lim inf
n→� E

∫ T

0
e−R�t�

(− 2F̃�un�t��− Ṙ�t�un�t�� un�t�
)
dt

− lim inf
n→� 2E

∫ T

0
e−R�t�

∫
�
�
n�un�t�� x�� un�t����dx�dt

+ lim inf
n→� E

∫ T

0
e−R�t��	n�t� un�t���2LQ

dt

= lim inf
n→�

[
E
(
e−R�T��un�T��2

)
− E�un�0��2

]
≥ E

(
e−R�T��u�T��2

)
− E�u�0��2

= E
∫ T

0
e−R�t�

(− 2F̃0�t�− Ṙ�t�u�t�� u�t�
)
dt


− 2E
∫ T

0
e−R�t��J�t�� u�t��dt + E

∫ T

0
e−R�t��S�t��2LQ

dt (2.55)
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 397

By Theorem 2.2 with p = 4, we have

2E
∫ T

0
e−R�t�

(
F̃�un�t��− F̃�v�t��� un�t�− v�t�

)
dt

+ 2E
∫ T

0
e−R�t�

∫
�
�
n�un�t�� x�− 
n�v�t�� x�� un�t�− v�t����dx�dt

− E
∫ T

0
e−R�t��	n�t� un�t��− 	n�t� v�t���2LQ

dt

+ E
∫ T

0
e−R�t�Ṙ�t��un�t�− v�t��2dt ≥ 0
 (2.56)

Now, rearrange the terms of (2.56) to get

E
[ ∫ T

0
e−R�t�

(− 2F̃�un�t��− Ṙ�t�un�t�� un�t�
)
dt

− 2
∫ T

0
e−R�t�

∫
�
�
n�un�t�� x�� un�t����dx�dt

+
∫ T

0
e−R�t��	n�t� un�t���2LQ

dt
]

≤ E
[ ∫ T

0
e−R�t�

(− 2F̃�un�t��− Ṙ�t�un�t�� v�t�
)
dt

+
∫ T

0
e−R�t�

(− 2F̃�v�t��− Ṙ�t�v�t�� un�t�− v�t�
)
dt

− 2
∫ T

0
e−R�t�

∫
�
�
n�un�t�� x�� v�t����dx�dt

− 2
∫ T

0
e−R�t�

∫
�
�
n�v�t�� x�� un�t�− v�t����dx�dt

+
∫ T

0
e−R�t�

(
2	n�t� un�t��− 	n�t� v�t��� 	n�t� v�t��

)
dt
]

 (2.57)

Taking liminf on both sides and applying (2.55)

E
[ ∫ T

0
e−R�t�

(− 2F̃0�t�− Ṙ�t�u�t�� u�t�
)
dt

− 2
∫ T

0
e−R�t��J�t�� u�t��dt +

∫ T

0
e−R�t��S�t��2LQ

dt
]

≤ E
[ ∫ T

0
e−R�t�

(− 2F̃0�t�− Ṙ�t�u�t�� v�t�
)
dt

− 2
∫ T

0
e−R�t��J�t�� v�t��dt

− 2
∫ T

0
e−R�t�

∫
�
�
�v�t�� x�� u�t�− v�t����dx�dt
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398 Fernando and Sritharan

+
∫ T

0
e−R�t�

(− 2F̃�v�t��− Ṙ�t�v�t�� u�t�− v�t�
)
dt

+ 2
∫ T

0
e−R�t�

(
S�t�� 	�t� v�t��

)
dt −

∫ T

0
e−R�t��	�t� v�t��2LQ

dt
]

 (2.58)

By reorganizing terms, one can deduce

E
[ ∫ T

0
e−r�t�

(− 2
(
F̃0�t�− F̃�v�t��

)− Ṙ�t��u�t�− v�t��� u�t�− v�t�
)
dt

− 2
∫ T

0
e−R�t��J�t�−

∫
�

�v�t�� x���dx�� u�t�− v�t��dt

+
∫ T

0
e−R�t��S�t�− 	�t� v�t���2LQ

dt
]
≤ 0
 (2.59)

(2.59) holds for any v ∈ �2������0� T��m�� and any m ∈ �. By using density
argument (see [26], [9]) we can verify that above inequality remains true for any
v ∈ �2������0� T��� ∩�2�0� T����.

It is clear that for u�t� = v�t� we have S�t� = 	�t� v�t��. Let v = u + �w, where
� > 0 and w ∈ �2������0� T��� ∩�2�0� T����. By substituting this v into (2.59),

E
∫ T

0
e−R�t�

[(− 2
(
F0�t�− F�u�t�+ �w�t��)− Ṙ�t��w�t�� �w�t�)

− 2�J�t�−
∫
�

�u�t�+ �w�t�� x���dx�� �w�t��

]
dt ≤ 0
 (2.60)

Definition of F�u� �= �Au + B�u� and the first term appearing in left-hand side of
(2.60) give

E
∫ T

0
e−R�t�

(− 2F0�t�+ 2�A�u�t�+ �w�t��+ 2B�u�t�+ �w�t��� �w�t�)dt
− �2E

∫ T

0
e−R�t�Ṙ�t��w�t��2dt

= E
∫ T

0
e−R�t�

[(− 2F0�t�+ 2�Au�t�+ 2��Aw�t�+ 2B�u�t��� �w�t�
)

+ (
��B�u�t��w�t��+ B�w�t�� u�t���+ �2B�u�t��� �w�t�)]dt

− �2E
∫ T

0
e−R�t�Ṙ�t��w�t��2dt
 (2.61)

Consider

lim
�→0

∫
�
�
�u�t�+ �w�t�� x�− 
�u�t�� x��w�t����dx�

≤ �w�t��√����[lim
�→0

(∫
�
�
�u�t�+ �w�t�� x�− 
�u�t�� x��2��dx�

) 1
2

]
≤ lim

�→0
�M2�w�t��2 = 0
 (2.62)

(2.62) holds due to Cauchy-Schwartz inequality and condition B2.
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 399

Apply (2.61) and (2.62) for inequality (2.60), divide by � and letting �→ 0,

E
∫ T

0
e−R�t�

(− F0�t�− 2J�t�+ �Au�t�+ B�u�t��

+ 2
∫
�

�u�t�� x���dx��w�t�

)
dt ≤ 0
 (2.63)

Since this inequality holds for any w�t� ∈ �2������0� T��� ∩�2�0� T����, we
have F0�t�+ 2J�t� = F�u�t��+ 2

∫
� 
�u�t�� x���dx�.

Therefore existence of the strong pathwise solution of (2.48) has been proved.

Now let us prove the uniqueness of the solution of (2.48).
Suppose v�t� ∈ �2������0� T��� ∩��0� T����∩�2��× �0� T���� be another

solution of (2.48) on the interval �0� �1����. Then w�t� = u�t�− v�t� satisfies the

stochastic differential equation on �0� �1���� in �2����2�0� T�
′
���:

dw�t� = −�F�u�t��− F�v�t���dt

−
∫
�

(

�u�t�� x�− 
�v�t�� x�)��dx�dt + �	�t� u�t��− 	�t� v�t���dW�t�

(2.64)

By applying Itô’s Lemma (Theorem 4.4.10 of [2] or Section 4 of [33]) to e−R�t��w�t��2,
d
(
e−R�t��w�t��2) = −e−R�t�Ṙ�t��w�t��2dt − 2e−R�t�

(
F�u�t��− F�v�t���w�t�

)
dt

− 2e−R�t�
∫
�

(

d�w�t�

)
��dx�dt + 2e−R�t��	ddW�t��w�t��

+ e−R�t�Tr�	dQ	
∗
d�dt� (2.65)

where 	d = 	�t� u�t��− 	�t� v�t�� and 
d = 
�u�t�� x�− 
�v�t�� x�. Integrating up to
t ≤ T , taking the expectation, and using the fact that third term is a martingale
in (2.65),

E
(
e−R�t��w�t��2) ≤ E�w�0��2 − 2E

∫ t

0
e−R�s�Ṙ�s��w�s��2ds

− 2E
∫ t

0
e−R�s�

(
F�u�s��− F�v�s���w�s�

)
ds

− 2E
∫ t

0
e−R�s�

∫
�

(

d�w�s�

)
��dx�ds

+ E
∫ t

0
e−R�s��	d�2LQ

ds (2.66)

By local monotonicity argument (Theorem 2.2) with �p = 4�, we have

E
(
e−R�t��w�t��2) ≤ E�w�0��2 for 0 ≤ t < �1
 (2.67)

(2.67) immediately gives us the uniqueness of the solution of (2.48). �

Theorem 2.5. Let f ∈ �4����4�0� T��′�� and initial value u0 satisfies E�u0�4 < �.
Suppose that ���� < � and the conditions associated with 	�
� 
� and 
�
� 
� (i.e.,
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400 Fernando and Sritharan

A1-A2 and B1-B3) hold. Then the model (2.14) has a unique adapted cádlág process
u�t� �� x� on �0� T� belonging to �2������0� T��� ∩�2�0� T���� for any fixed T > 0.

Proof. Let ��i� i = 1� 
 
 
 � n� be the jump times associated with compound Poisson
process �P�t�� t > 0�, where P�t� = ∫

� xN�ds� dx�.
From Theorem 2.4, there exists a unique strong adapted process u�t� in

�2������0� T��� ∩��0� T���� ∩�2��× �0� T���� on the interval �0� �1����.
Now we recursively construct the solution u�t� of (2.14) as follows.

Define on �0� �1�

u�1��t� =
{
u�t� for t < �1
u��−1 �+ 
�u��−1 �� �P��1�� for t = �1

(2.68)

Now suppose that P�� ∈ � � �1 < �� = 1. Define ú�0� = u�1���1�, and 	 ′
t = 	�1+t.

Let Ṕ�t� be the compound Poisson process which starts from time �1.
Since we don’t have jumps during the time interval ��1� �2�, the stochastic

differential equation (2.48) has an unique strong pathwise solution ú�t − �1� ∈
�2������0� T��� ∩��0� T���� ∩�2��× �0� T���� with initial value ú�0� on
�0� �2 − �1�. Then,

u�2��t� =


u�1��t� for t ≤ �1
ú�t − �1� for �1 ≤ t ≤ �2
ú���2 − �1�−�+ 
�ú���2 − �1�−�� �Ṕ��2�� for t = �2

(2.69)

Since we have a finite number of jumps on �0
T�, by repeating the above process n
times, we can obtain u�n��t�.

u�n��t� is clearly a adapted cádlág process which solves (2.14). Uniqueness of
u�n��t� follows from the second part of the Theorem 2.4 and the interlacing structure
of the solution. �

2.3.2. Lévy Measure ��
� is �-Finite. In this subsection, we use the approach
method in [37] to prove existence and uniqueness of strong pathwise solution of
(2.14) with �-finite Lévy measure. This method of deriving strong convergence is
also used in [49].

Note 2.4. In [49] solvability of the stochastic Navier-Stokes equation with additive
Wiener noise and multiplicative Lévy noise for the case of �-finite Lévy measure
was discussed in the domain �2 = �2/�2. We extend these results by adding
multiplicative Wiener noise and Lévy noise to stochastic Navier-Stokes equation in
bounded or unbounded domain G ⊂ �2.

Theorem 2.6. Let f ∈ �4����4�0� T��′�� and initial value u0 satisfies E�u0�4 < �.
Suppose that ��
� is �-finite and the conditions associated with 	�
� 
� and 
�
� 
� (i.e.,
A1-A2 and B1-B3) hold. Then the model (2.14) has a unique adapted cádlág strong
pathwise solution u�t� �� x� on �0� T� in �2������0� T��� ∩�2�0� T���� for any
fixed T > 0.
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 401

Proof. Now consider the following stochastic Navier-Stokes equation with Itô-
Lévy noise

dun�t�+ Aun�t�dt + B�un�t��dt

= f�t�dt + 	�t� un�t��dW�t�+
∫
�n

�un�t

−�� x�Ñ �dt� dx�� (2.70)

with un�0� = u0 and for all n ≥ 1.
Theorem 2.5 implies that Equation (2.70) has a unique adapted cádlág process

un�t� belonging in �2������0� T���� ∩�2�0� T��� for any n ≥ 1.
We define �nN �= inf�t � �un�t��2 ∨

∫ t
0 
un�s�
2ds ≥ N�, for any fixed N ≥ 1 and

n ≥ 1.
Consider the following stochastic differential equation with n ≥ m:

d�un�t�− um�t��+ A�un�t�− um�t��dt + �B�un�t��− B�um�t��� dt

= �	�t� un�t��− 	�t� um�t��� dW�t�
+

[∫
�n

�un�t

−�� x�Ñ �dt� dx�−
∫
�m

�um�t

−�� x�Ñ �dt� dx�
]

 (2.71)

Applying Itô’s Lemma (Theorem 4.4.10 of [2] or Section 4 of [33]) to �un�t�− um�t��2,

�un�t ∧ �nN �− um�t ∧ �nN ��2 + 2�
∫ t∧�nN

0

un�s�− um�s�
2ds

≤
∫ t∧�nN

0
� �B�un�s��− B�um�s��� un�s�− um�s�� �ds

+ 2
∫ t∧�nN

0
��	�s� un�s��− 	�s� um�s��� dW�s�� un�s�− um�s��

+
∫ t∧�nN

0
�	�s� un�s��− 	�s� um�s���2LQ

ds

+ 2
∫ t∧�nN

0

∫
�m
�
�un�s

−�� x�− 
�um�s−�� x�� un�s�− um�s�� Ñ �ds� dx�

+ 2
∫ t∧�nN

0

∫
�n\�m

�
�un�s
−�� x�� un�s�− um�s�� Ñ �ds� dx�

+
∫ t∧�nN

0

∫
�m

�
�un�s−�� x�− 
�um�s−�� x��2N�ds� dx�

+
∫ t∧�nN

0

∫
�cm

�
�un�s−�� x��2N�ds� dx� (2.72)

Applying (2.11) to the first term of the right-hand side of (2.72) with Young’s
inequality,

�un�t ∧ �nN �− um�t ∧ �nN ��2 + �
∫ t∧�nN

0

un�s�− um�s�
2ds

≤ K2
B

4�

∫ t∧�nN

0
�un�s�− um�s��2
un�s�
2ds
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402 Fernando and Sritharan

+ 2
∫ t∧�nN

0
��	�s� un�s��− 	�s� um�s��� dW�s�� un�s�− um�s��

+
∫ t∧�nN

0
�	�s� un�s��− 	�s� um�s���2LQ

ds

+ 2
∫ t∧�nN

0

∫
�m
�
�un�s

−�� x�− 
�um�s−�� x�� un�s�− um�s�� Ñ �ds� dx�

+ 2
∫ t∧�nN

0

∫
�n\�m

�
�un�s
−�� x�� un�s�− um�s�� Ñ �ds� dx�

+
∫ t∧�nN

0

∫
�m

�
�un�s−�� x�− 
�um�s−�� x��2��dx�ds

+
∫ t∧�nN

0

∫
�cm

�
�un�s−�� x��2��dx�ds� (2.73)

Let ��t ∧ �nN � is the summation of last six terms of (2.73). Now applying Gronwall’s
inequality to (2.73),

�un�t ∧ �nN �− um�t ∧ �nN ��2 + �
∫ t∧�nN

0

un�s�− um�s�
2ds

≤ ���t ∧ �nN �� exp
(
K2
B

4�

∫ t∧�nN

0

un�s�
2ds

)
≤ ���t ∧ �nN �� exp

(
K2
B

4�
Nt

)

 (2.74)

Then apply Burkholder-Gundy-Davis inequality, Cauchy-Schwartz inequality,
and Young’s inequality with conditions A2, B2 to E�sups≤t ���s ∧ �nN ���:

E
[
sup
s≤t

���s ∧ �nN ��
]
≤ 2

√
2E

(∫ t

0

∣∣∣	nms∧�nN ∣∣∣2LQ

∣∣∣unms∧�nN ∣∣∣2 ds
) 1

2

+E
∫ t

0

∣∣∣	nms∧�nN ∣∣∣2LQ

ds + 2
√
2E

(∫ t

0

∫
�m

∣∣∣
nms∧�nN ∣∣∣2 ∣∣∣unms∧�nN ∣∣∣2 ��dx�ds
) 1

2

+ 2
√
2E

(∫ t

0

∫
�n\�m

�
�un�s ∧ �nN−�� x��2
∣∣∣unms∧�nN ∣∣∣2 ��dx�ds

) 1
2

+ E
∫ t

0

∫
�m

∣∣∣
nms∧�nN ∣∣∣2 ��dx�ds
+ E

∫ t

0

∫
�cm

�
�un�s ∧ �nN−�� x��2 ��dx�ds

≤ 3
C5

E

(
sup
s≤t∧�nN

�unms �2
)
+ �C5 + 1�E

∫ t

0

∣∣∣	nms∧�nN ∣∣∣2LQ

ds

+ �C5 + 1�E
∫ t

0

∫
�m

∣∣∣
nms∧�nN ∣∣∣2 ��dx�ds
+ C5E

∫ t

0

∫
�n\�m

�
�un�s ∧ �nN−�� x��2 ��dx�ds
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 403

+ E
∫ t

0

∫
�cm

�
�un�s ∧ �nN−�� x��2 ��dx�ds

≤ 3
C5

E

(
sup
s≤t∧�nN

�unms �2
)
+ �C5 + 1�M1E

∫ t

0
�unms∧�nN �2ds

+ �C5 + 1�M2E
∫ t

0

∣∣∣unms∧�nN ∣∣∣2 ds
+ �C5 + 1�E

∫ t

0

∫
�cm

�
�un�s ∧ �nN−�� x��2 ��dx�ds� (2.75)

where 	nmt = 	�t� un�t��− 	�t� um�t��, 
nmt = 
�un�t�� x�− 
�um�t�� x�, unmt = un�t�−
um�t� and C5 =

√
2
�
exp�K

2
B

4� Nt�. Then,

E sup
s≤t∧�nN

�un�s�− um�s��2 + �
∫ t∧�nN

0
E
un�s�− um�s�
2ds

≤ 3
√
2�E sup

s≤t∧�nN
�un�s�− um�s��2

+ C6

∫ t

0
E sup
ś≤s∧�nN

�un�ś�− um�ś��2ds

+ C7E
∫ t

0

∫
�cm

�
�un�s ∧ �nN−�� x��2 ��dx�ds
 (2.76)

and

E sup
s≤t∧�nN

�un�s�− um�s��2 + �
∫ t∧�nN

0
E
un�s�− um�s�
2ds

≤ C6

1− 3
√
2�

∫ t

0
E sup
ś≤s∧�nN

�un�ś�− um�ś��2ds

+ C7

1− 3
√
2�

E
∫ t

0

∫
�cm

�
�un�s ∧ �nN−�� x��2 ��dx�ds
 (2.77)

Now apply Gronwall’s lemma and condition B2 to (2.78):

E sup
s≤t∧�nN

�un�s�− um�s��2 + �
∫ t∧�nN

0
E
un�s�− um�s�
2ds

≤ exp
{

C6 + C7

1− 3
√
2�
t

}
× E

∫ t

0

∫
�cm

�
�un�s ∧ �nN−�� x��2 ��dx�ds

≤ exp
{

C6 + C7

1− 3
√
2�
t

}
sup

�u�≤√
N

∫
�cm

�
�u� x��2 ��dx�
 (2.78)
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404 Fernando and Sritharan

Then we have

lim
m→�

(
E

[
sup
s≤t∧�nN

�un�s�− um�s��2
]
+ �

∫ t∧�nN

0
E
un�s�− um�s�
2ds

)
= 0


From Theorem 2.3,

∫
�

(
sup
0≤s≤t

�un�s��2 ∨
∫ t

0

un�s�
2ds

)
P�d�� ≤ CT 


This implies

P�t ≥ �nN � = P
(
sup
0≤s≤t

�un�s��2 ∨
∫ t

0

un�s�
2ds ≥ N

)
≤ CT
N

 (2.79)

Consider the following two estimates:

E
[
sup
s≤t

�un�s�− um�s��
]

= E
[
sup
s≤t

�un�s�− um�s����t≤�nN �
]

+ E
[
sup
s≤t

�un�s�− um�s����t>�nN �
]

≤ E

[
sup
s≤t∧�nN

�un�s�− um�s��
]
+

(
E sup

s≤t
�un�s�− um�s��2

) 1
2

�P�t > �nN ��
1
2

≤
(
E

[
sup
s≤t∧�nN

�un�s�− um�s��2
]) 1

2

+
√
2CT√
N

 (2.80)

Last two inequalities of (2.80) is due to Cauchy-Schwartz inequality and (2.79).
Similarly, we can get

E
∫ t

0

un�s�− um�s�
ds

= E
∫ t

0

un�s�− um�s�
ds��t≤�nN �

+ E
∫ t

0

un�s�− um�s�
ds��t>�nN � ≤ E

∫ t∧�nN

0

un�s�− um�s�
ds

+
(
tE

∫ t

0

un�s�− um�s�
2ds

) 1
2

�P�t > �nN ��
1
2

≤
(
tE

∫ t∧�nN

0

un�s�− um�s�
2ds

) 1
2

+
√
2tCT√
N

 (2.81)
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 405

The first term of (2.80) and (2.81) approaches zero as m→ � for fixed N . As N →
�, the second term of (2.80) and (2.81) approaches zero. Then,

lim
m→�

(
E
(
sup
s≤t

�un�s�− um�s��
)
+ �

∫ t

0
E
un�s�− um�s�
ds

)
= 0
 (2.82)

(2.82) shows that �un�t�� is a Cauchy sequence in the space �1������0� T��� ∩
�1�0� T����. Accordingly, there exists a adapted cádlág process u�t� ∈
�1������0� T��� ∩�1�0� T���� such that

lim
n→�

(
E
(
sup
s≤T

�un�s�− u�s��
)
+ �

∫ T

0
E
un�s�− u�s�
ds

)
= 0


Now let us prove that u�t� is the strong pathwise solution of (2.14). Let v ∈ D�A�.
Then we have,

E sup
t≤T

∣∣∣∣∫ t

0
�un�s��Av�ds −

∫ t

0
�u�s��Av�ds

∣∣∣∣ ≤ T �Av�E(
sup
t≤T

�un�t�− u�t��
)

 (2.83)

Define �N = inf�t � �u�t�� ≥ N�. Since (2.82) holds, we can extract a subsequence
un�t� with relabeling such that limn→� sups≤t �un�s�− u�s�� = 0 a.s.

There exist ñ���N� such that sups≤t �un�s�− u�s�� ≤ N for all n ≥ ñ���N�.
Then we have sups≤t∧�N �u�s��

1
2 �un�s�− u�s�� 12 ≤ N for all n ≥ ñ���N� since

�u�t ∧ �N �� ≤ N . Now let

Sñ�N� =
{
� � sup

s≤t∧�N
�u�s�� 12 �un�s�− u�s�� 12 ≤ N and

sup
s≤t∧�N

�un�s�− u�s�� ≤ N for n ≥ ñ
}



�Sñ�N��
�
ñ=1 is an increasing sequence of sets and ∪�

ñ=1Sñ�N� = �. Now,

E
[
sup
t≤T

∣∣∣∣∫ t∧�N

0
�B�un�s��� v�ds −

∫ t∧�N

0
�B�u�s��� v�ds

∣∣∣∣ �Sñ�N�]
≤ E

[∫ T∧�N

0
��B�un�s�− u�s�� un�s��� v�� ds�Sñ�N�

]
+ E

[∫ T∧�N

0
��B�u�s�� un�s�− u�s��� v�� ds�Sñ�N�

]
≤ KBE

{{ ∫ T∧�N

0
�un�s�− u�s�� 12 
un�s�− u�s�
 1

2 
v
�un�s�� 12 
un�s�
 1
2 ds

+
∫ T∧�N

0
�u�s�� 12 
u�s�
 1

2 
v
�un�s�− u�s�� 12 
un�s�− u�s�
 1
2 ds

}
�Sñ�N�

}
≤ KB
v
E

{{
sup
t≤T∧�N

�un�s�− u�s�� 12 �un�s�� 12

×
∫ T∧�N

0

un�s�− u�s�
 1

2 
un�s�
 1
2 ds
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406 Fernando and Sritharan

+ sup
t≤T∧�N

�un�s�− u�s�� 12 �u�s�� 12
∫ T∧�N

0

un�s�− u�s�
 1

2 
u�s�
 1
2 ds

}
�Sñ�N�

}
≤ KB
v
E

{{
sup
t≤T∧�N

[
�un�s�− u�s�� 12 �u�s�� 12 + �un�s�− u�s��

]
×

∫ T∧�N

0

[

un�s�− u�s�
 1

2 
un�s�
 1
2 + 
un�s�− u�s�


]
ds

+ sup
t≤T∧�N

�un�s�− u�s�� 12 �u�s�� 12
∫ T∧�N

0

un�s�− u�s�
 1

2 
u�s�
 1
2 ds

}
�Sñ�N�

}
≤ KB
v
E

{
sup
t≤T∧�N

[
2�un�s�− u�s�� 12 �u�s�� 12 + �un�s�− u�s��

]
×

∫ T∧�N

0

un�s�− u�s�
 1

2 
un�s�
 1
2 ds�Sñ�N�

}
+ KB
v
E

{
sup
t≤T∧�N

�un�s�− u�s�� 12 �un�s�� 12
∫ T∧�N

0

un�s�− u�s�
ds�Sñ�N�

}
≤ 3NKB
v
E

∫ T∧�N

0

un�s�− u�s�
 1

2 
un�s�
 1
2 ds

+ 2NKB
v
E
∫ T∧�N

0

un�s�− u�s�
ds

≤ 3NKB
v

(
E
∫ T∧�N

0

un�s�− u�s�
ds

) 1
2
(
E
∫ T∧�N

0

un�s�
ds

) 1
2

+ 2NKB
v
E
∫ T∧�N

0

un�s�− u�s�
ds

≤ 3NKBĆ
v

(
E
∫ T∧�N

0

un�s�− u�s�
ds

) 1
2

+ 2NKB
v
E
∫ T∧�N

0

un�s�− u�s�
ds
 (2.84)

Then we have,

lim
n→�E

[
sup
t≤T

∣∣∣∣∫ t∧�N

0
�B�un�s��� v�ds −

∫ t∧�N

0
�B�u�s��� v�ds

∣∣∣∣ �Sñ�N�]

≤ lim
n→�

{
3NKBĆ
v


(
E
∫ T∧�N

0

un�s�− u�s�
ds

) 1
2

+ 2NKB
v
E
∫ T∧�N

0

un�s�− u�s�
ds

}
= 0
 (2.85)

Now consider,

E
[
sup
t≤T

∣∣∣∣∫ t∧�N

0
�	�s� un�s��dW�s�� v�−

∫ t∧�N

0
�	�s� u�s��dW�s�� v�

∣∣∣∣ �Sñ�N�]
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 407

≤ √
2E

[∫ T∧�N

0
�	�t� un�t��− 	�t� u�t��� v�2dt�Sñ�N�

] 1
2

≤ √
2�v�E

[∫ T∧�N

0
�	�t� un�t��− 	�t� u�t���2dt�Sñ�N�

] 1
2

≤ √
2M1�v�

[
E
∫ T∧�N

0
�un�t�− u�t��2dt�Sñ�N�

] 1
2

≤ √
2M1N �v�

[
E
∫ T∧�N

0
�un�t�− u�t��dt�Sñ�N�

] 1
2

≤ √
2M1N �v�

[
E
∫ T∧�N

0

un�t�− u�t�
dt

] 1
2

→ 0� as n→ �
 (2.86)

and, similarly,

E
[
sup
t≤T

∣∣∣∣ ∫ t∧�N

0

∫
�n
�
�un�s

−�� x�� v�Ñ �ds� dx�

−
∫ t∧�N

0

∫
�
�
�u�s−�� x�� v�Ñ �ds� dx�

∣∣∣∣�Sñ�N�]

≤ √
2�v�E

(∫ T∧�N

0

∫
�n

�
�un�s−�� x�− 
�u�s−�� x��2��dx�ds
) 1

2

+√
2�v�E

(∫ T∧�N

0

∫
�cn

�
�u�s−�� x��2��dx�ds
) 1

2

≤ √
2M2�v�

[
E
∫ T∧�N

0
�un�t�− u�t��2dt

] 1
2

+√
2�v�E

(∫ T∧�N

0

∫
�cn

�
�u�s−�� x��2��dx�ds
) 1

2

≤ √
2M2N �v�

[
E
∫ T

0

un�t�− u�t�
dt

] 1
2

+ N√T �v�E
(
sup
�u�≤N

∫
�cn

�
�u� x��2��dx�
) 1

2

→ 0� as n→ �
 (2.87)

From (2.83), (2.85), (2.86), and (2.87) we have,

�u�t�� v� = �u�0�� v�− �
∫ t

0
�Au�s�� v�ds −

∫ t

0
�B�u�s��� v�ds

+
∫ t

0
�u�s�dW�s�� v�+

∫ t

0

∫
�
�
�u�s−�� x�� v�Ñ �ds� dx�� (2.88)

for � ∈ Sñ�N� and t ∈ �0� �N �. Since �N → � as N → � and ∪�
ñ=1Sñ�N� = �, u�t� is

a strong pathwise solution of (2.14).
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408 Fernando and Sritharan

Let us now prove the uniqueness of the strong pathwise solution of (2.14).
Suppose that u�t� and w�t� are two strong pathwise solutions of (2.14). Now define
�N = inf�t > 0 �

∫ t
0 
u�s�
ds ∨

∫ t
0 
w�s�
ds > N�. Following a similar procedure as in

the existence part,

E

[
sup
s≤t∧�N

�u�s�− w�s��2 + �
∫ t∧�N

0

u�s�− w�s�
2ds

]

≤ C�N� t�E
{ ∫ t

0
�	�s ∧ �N� u�s ∧ �N��− 	�s ∧ �N�w�s ∧ �N���2ds

+
∫ t

0

∫
�
�
�u�s ∧ �N−�� x�− 
�w�s ∧ �N−�� x��2��dx�ds

}
≤ C�N� t��M1 +M2�E

∫ t

0
sup
ś≤s∧�N

�u�ś�− w�ś��2ds
 (2.89)

Apply Gronwall’s inequality for (2.89):

E

[
sup
s≤t∧�N

�u�s�− w�s��2 + �
∫ t∧�N

0

u�s�− w�s�
2ds

]
= 0
 (2.90)

From (2.90), we have uniqueness of the strong pathwise solution of (2.14) since
�N → � as N → �. �

3. FKK and Zakai Equations

3.1. Derivation of FKK and Zakai Equations

In this section, we estimate the signal process �u�t�� 0 ≤ t ≤ T� (2.14) using partial
(sensor) measurements (see [15, 38, 48] and also [4]). The observation process
�Z�t�� 0 ≤ t ≤ T� is associated with u�t� as follows:

dZ�t� = h�u�t��dt + dB�t� (3.1)

where,

(C1) B�t� is a �m-valued Brownian motion;
(C2) h �� → �m, has atmost quadratic growth rate �h�u�� ≤ ch�1+ �u�2� for all

u ∈ �. For example, h�u� = ��u� e1�� 
 
 
 � �u� em��, where �e1� e2� 
 
 
 � em� be an
orthonormal basis for �m(finite-dimensional subspace of �);

(C3) W�
�, N�
� 
� and B�
� are independent.

Note 3.1. In [38], two assumptions are made regarding the observation vector
h�
�. First assumption is that h�
� is unbounded with quadratic growth. Second
assumption is almost similar to C2 except that we have quadratic growth of h�
�
involved with �-norm and in [38] the quadratic growth of h�
� is associated with
�-norm. In this work, we assume that signal process and observation process are
independent. On the other hand, signal and observation processes are correlated
in [38].
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 409

Let us introduce the notations for a family of �-fields associated with u�t�, Z�t�
and B�t�, 0 ≤ t ≤ T :

	 Z
t = ��Z�s�� s ≤ t� and �t = ��u�s��B�s�� s ≤ t�


Definition 3.1. Let u�t� ∈ �� t > 0 be the jump diffusion associated with (2.14) with
transition semigroup St. Then the infinitesimal generator � of f�u�t�� with f �� →
� is defined as follows:

�f = lim
t↓0+

Stf − f
t

� ∀ f ∈ D���� (3.2)

where

D��� =
{
f �� → � such that lim

t↓0+
Stf − f
t

exists
}

 (3.3)

Proposition 3.1. Let u�t� be a solution of (2.14). Then for f ∈ D���, the formal
infinitesimal generator �f�v� is given by

�f�v� = −��Av + B�v�− f� Dvf� +
1
2
Tr�	�v�Q	∗�v�D2

vf�

+
∫
�
�f�v + 
�v� x��− f�v�− 〈


�v� x����x�<1�� Dvf
〉
���dx�� (3.4)

where v ∈ D�A�.

Proof. Proof of the finite-dimensional counterpart can be found in [35] and
Theorem 3.3.3 in [2]. �

Definition 3.2. The class of cylindrical test functions �cyl is defined by

�cyl = �f �� → �� f�u� = ���u� e1�� �u� e2�� 
 
 
 � �u� en���
ei ∈ D�A�� i = 1� 
 
 
 � n� � ∈ ��

0 ��
n��
 (3.5)

Note that Duf ∈ D�A� for f ∈ �cyl. Rest of the article, we will often work with
f ∈ �cyl ⊆ D���.

The least square best estimate for f�u�t�� given back measurements Z�s�� 0 ≤
s ≤ t, is given by conditional expectation E�f�u�t�� �	 Z

t �. This best estimate is
the solution of Fujisaki-Kallianpur-Kunita [11] equation (i.e., nonlinear filtering
equation). Now we present some results from Fujisaki et al. [11] that are needed for
the derivation of FKK and Zakai equations.

Lemma 3.2. Let ��t�=Z�t�− ∫ t
0 ĥ�u�s��ds, (where ĥ�u�s�� = E�h�u�s�� �	 Z

s �) be
the innovation process associated with observation process Z�t�. Under the
assumptions C1–C3 and Theorem 2.3, ���t��	 Z

t �P� is an �m-valued standard Wiener
process. Furthermore, the sigma algebras 	 Z

s and ����t�− ����� s ≤ � < t ≤ T� are
independent.

Proof. See Lemma 2.2 in [11]. �
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410 Fernando and Sritharan

Theorem 3.3. Under assumptions C1–C3 and Theorem 2.3, every separable square
integrable martingale �Y�t��	 Z

t �P� (see [20]) is sample continuous and has the
representation

Y�t�− E�Y�0�� =
∫ t

0
��s� · d��s�� (3.6)

where
∫ T
0 E���s��2ds < � and ��s� = ��1�s�� 
 
 
 � �m�s�� is jointly measurable and

adapted to �	 Z
t �.

Proof. See Theorem 3.1 in [11]. �

Lemma 3.4. Let f ∈ �cyl ⊆ D��� and let �Mt�f� = E�f�u�t�� �	 Z
t �− E�f�u�0�� �	 Z

0 �−∫ t
0 E��f �	 Z

s �ds. Then ��Mt�f��	
Z
t �P� is a locally square integrable martingale.

Proof. See Lemma 4.1 in [11]. �

Theorem 3.5. Suppose that (2.14), (3.1) and conditions C1–C3 hold. If f ∈ �cyl ⊆
D��� then E�f�u�t�� �	 Z

t � satisfy the following stochastic differential equation

E�f �	 Z
t � = E�f �	 Z

0 �+
∫ t

0
E��f �	 Z

s �ds

+
∫ t

0

[
E�fh �	 Z

s �− E�f �	 Z
s �E�h �	 Z

s �
] · d��s�� (3.7)

where ��t�� 0 ≤ t ≤ T is the innovation process.

Proof. First we show that FKK equation (3.7) is well defined.
By applying Jensen’s inequality, Cauchy-Schwartz inequality, growth rate of h,

boundedness of f , and Theorem 2.3,

E
∫ t

0
�E�fh �	 Z

s ��2ds ≤ E
∫ t

0
E��fh�2�	 Z

s �ds

=
∫ t

0
E�fh�2ds ≤ chcf

∫ t

0
E�1+ �u�s��2�2ds

≤ 2chcf

{∫ t

0
E�u�s��4ds + t

}
< �� for 0 ≤ t ≤ T
 (3.8)

Using Jensen’s inequality, growth rate of h, boundedness of f , we obtain that

E
∫ t

0

∣∣E�f �	 Z
s �E�h�	 Z

s �
∣∣2 ds ≤ cf

∫ t

0
E�E�h�	 Z

s ��2ds
 (3.9)

We can show that estimate (3.9) is finite for all 0 ≤ t ≤ T by a similar procedure as
in (3.8) with quadratic growth rate of h. Hence, we have

E
∫ t

0

[
E�fh�	 Z

s �− E�f �	 Z
s �E�h�	 Z

s �
] · d��s� = 0� for 0 ≤ t ≤ T
 (3.10)
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 411

Now let us show that ∫ t

0
E�E��f �	 Z

s ��ds ≤
∫ t

0
E��f �ds < �
 (3.11)

From Proposition 3.1,∫ t

0
E��f�u�s���ds ≤

∫ t

0
E� ��Au�s�+ B�u�s��− f�s��Duf� �ds

+ 1
2

∫ t

0
E�Tr�	�u�s��Q	∗�u�s��D2

uf��ds

+
∫ t

0
E
∫
�
�f�u�s�+ 
�u�s−�� x��− f�u�s��

− 〈

�u�s−�� x����x�<1�� Duf

〉 ���dx�ds (3.12)

Using the fact that A is a self-adjoint operator, ADuf ∈ � and Theorem 2.3,

E
∫ t

0
� ��Au�s��Duf� �ds = �E

∫ t

0
� �u�s��ADuf� �ds

≤ � (E�ADuf �2) 1
2

(
E
(∫ t

0
�u�s��ds

)2
) 1

2

≤ � (tE�ADuf �2) 1
2 E

∫ t

0
�u�s��2ds < �
 (3.13)

By using the estimation for nonlinear operator in Section 2.3, [46] and Theorem 2.3,

E
∫ t

0
� �B�u�s���Duf� �ds

≤ E
∫ t

0
�u�s��
u�s�
�Duf � 12 �ADuf � 12 ds ≤

(
E�ADuf �2

) 1
2

(
E
(∫ t

0
�u�s��
u�s�
ds

)2
) 1

2

≤ (
tE�ADuf �2

) 1
2 E

∫ t

0
�u�s��2
u�s�
2ds < �
 (3.14)

Since f ∈ �4����4�0� T��′�� and Duf ∈ D�A�,

E
∫ t

0
� �f�s��Duf� �ds ≤ E

(

Duf


∫ t

0

f�s�
�′ds

)
≤ (
tE
Duf
2

) 1
2 E

∫ t

0

f�s�
2�′ds < �
 (3.15)

Consider the integrand of the second term that appears in right-hand side of (3.12).

E
∫ t

0
�Tr�	�u�s��Q	∗�u�s��D2

uf��ds

= E
∫ t

0

∣∣∣∣∣ �∑
i=1

〈
	�u�s��Q	∗�u�s��D2

ufei� ei
〉∣∣∣∣∣ ds

= E
∫ t

0

∣∣∣∣∣ �∑
i=1

〈
	�u�s��Q	∗�u�s��

(
n∑
k=1

n∑
l=1

�kl���u� e1�� 
 
 
 � �u� en��ek ⊗ el
)
ei� ei

〉∣∣∣∣∣ ds
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412 Fernando and Sritharan

= E
∫ t

0

∣∣∣∣∣ n∑
k�l=1

�kl���u� e1�� 
 
 
 � �u� en�� �	�u�s��Q	∗�u�s��ek� el�
∣∣∣∣∣ ds

≤ E
(

D2

uf

∫ t

0

	�u�s��
LQ

ds
)
≤ (

E
D2
uf
2

) 1
2

(
E
(∫ t

0

	�u�s��
LQ

ds
)2

) 1
2

≤ (
tE
D2

uf ��2
) 1

2 E
∫ t

0

	�u�s��
2LQ

ds

≤ K1

(
tE
D2

uf
2
) 1

2 E
∫ t

0
�1+ �u�s��2ds� < �� (3.16)

where the complete orthonormal system �e1� e2� 
 
 
 � en� 
 
 
 � ⊆ D�A�; condition A1,
Theorem 2.3 and D2

uf ∈ D�A� are used in deriving (3.16).
Applying Taylor’s theorem for f with integral remainder term (see

Theorem 4.4.7 in [2]), we find that∫ t

0
E
∫
�x�<1

�f�u�s�+ 
�u�s−�� x��− f�u�s��− �
�u�s−�� x��Duf� ���dx�ds

=
∫ t

0
E
∫
�x�<1

∫ 1

0

n∑
k�l=1

�kl���u + �
� e1�� 
 
 
 � �u + �
� en���1− ��d�

× �
�u�s−�� x�� ek� �
�u�s−�� x�� el� ��dx�ds
 (3.17)

For each t ≥ 0, 0 < �x� < 1 and 1 ≤ k� l ≤ n, define
g
�
k�l�t� x� = sup

0≤�≤1
�kl���u + �
� e1�� 
 
 
 � �u + �
� en��


Since f is a cylindrical test function, we get,

sup
0≤s≤t

sup
0<�x�<1

�g�k�l�t� x�� < � a.s. (3.18)

Applying the Cauchy-Schwartz inequality for (3.17), we obtain∫ t

0
E
∫
�x�<1

�f�u�s�+ 
�u�s−�� x��− f�u�s��− �
�u�s−�� x��Duf� ���dx�ds

≤ E
(
1
2

n∑
k�l=1

sup
0≤s≤t

sup
0<�x�<1

�g�k�l�t� x��

×
∫ t

0

∫
�x�<1

� �
�u�s−�� x�� ek� �
�u�s−�� x�� el� ���dx�ds
)

≤ 1
2
E

(
n∑

k�l=1

sup
0≤s≤t

sup
0<�x�<1

�g�k�l�t� x��2
) 1

2 (
E
∫ t

0

∫
�x�<1

�
�u�s−�� x��2��dx�ds
) 1

2

≤ K2

2
E

(
t

n∑
k�l=1

sup
0≤s≤t

sup
0<�x�<1

�g�k�l�t� x��2
) 1

2 (
E
∫ t

0

(
1+ �u�s��2)2 ds) 1

2

< �
 (3.19)

The last inequality holds due to (3.18) , condition B1, and Theorem 2.3.

D
ow

nl
oa

de
d 

by
 [

N
av

al
 P

os
tg

ra
du

te
 S

ch
oo

l, 
D

ud
le

y 
K

no
x 

L
ib

ra
ry

] 
at

 1
1:

04
 1

8 
A

pr
il 

20
13

 



Nonlinear Filtering of Stochastic Navier-Stokes Equation 413

By combining (3.13), (3.14), (3.16), (3.19) with the inequality
∫ t
0 E�E��f �	 Z

s ��ds≤∫ t
0 E��f �ds, we obtain (3.11).

Then (3.10) and (3.11) immediately give us E�E�f �	 Z
t �� < �.

Let us now derive the FKK equation (3.7). Let

M∗
t �f� =

∫ t

0

[
E�fh�	 Z

s �− E�f �	 Z
s �E�h�	 Z

s �
] · d��s�
 (3.20)

Then (3.7) reduce to

M∗
t �f� = �Mt�f�� (3.21)

where �Mt�f� = E�f �	 Z
t �− E�f �	 Z

0 �−
∫ t
0 E��f �	 Z

s �ds. Then (3.7) is proven if

E
[
�M∗

t �f�− �Mt�f��Y�t�
] = 0� (3.22)

for all Yt such that Y�t� = ∫ t
0 ��s� · d��s� and dense in �2�	 Z

t �P�.
To prove (3.22), we determine E��Mt�f�− �Mt�f��Y�t�� and E�Mt�f�Y�t��

separately, where Mt�f� = f�u�t��− f�u�0��−
∫ t
0 �fds is a ��t�P� martingale.

Using the fact that Y�t� is a square integrable martingale adapted to 	 Z
t ,

E
[
�Mt�f�− �Mt�f��Y�t�

]
= E

{
Y�t�

∫ t

0

[
�f − E��f �	 Z

s �
]
ds

}
= E

∫ t

0

[
Y�t��f − �Y�t�−Y�s��E��f �	 Z

s �−Y�s�E��f �	 Z
s �

]
ds

=
∫ t

0
�E ��Y�t�−Y�s���f�− E�Y�t�−Y�s��E��f�� ds

= E
∫ t

0
�Y�t�−Y�s����f�ds (3.23)

Last, equality holds since Y�t�−Y�s� and E��f �	 Z
s � are independent and E�Y�t�−

Y�s�� = 0.
Substituting Y�t� = ∫ t

0 ��s� · dB�s�+
∫ t
0 ��s� · �hs − ĥs�ds into right hand side of

(3.23),

E
[
�Mt�f�− �Mt�f��Y�t�

] = E
∫ t

0

[
��f�

∫ t

s
���� · dB���

]
ds

+ E
∫ t

0

[
��f�

∫ t

s
���� · �h� − ĥ��d�

]
ds
 (3.24)

First term of right-hand side of (3.24) coincide with

E
∫ t

0

(
��f�E

[∫ t

s
���� · dB���

∣∣∣∣�s]) ds = 0� (3.25)

since �f is �s-measurable and E�
∫ t
s
���� · dB���

∣∣∣∣�s� = 0.
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414 Fernando and Sritharan

Integration by parts applied to the second term of the right-hand side of (3.24)
gives

E
[
�Mt�f�− �Mt�f��Y�t�

]− E
∫ t

0

[∫ s

0
��f�d�

]
��s� · �hs − ĥs�ds
 (3.26)

By contrast, one can easily see that

E �Mt�f�Y�t�� = E
[
Mt�f�

∫ t

0
��s� · dB�s�

]
+ E

[
f�u�t��

∫ t

0
��s� · �hs − ĥs�ds

]
− E

[
E�f �	 Z

0 �
∫ t

0
��s� · �hs − ĥs�ds

]
− E

[∫ t

0
��f�ds

∫ t

0
��s� · �hs − ĥs�ds

]

 (3.27)

The first term that appears in the right-hand side of (3.27) is zero due to condition
C3 and the fact that

∫ t
0 ��s� · dB�s� is a martingale. We can easily show that the third

term of the right hand side of (3.27) is zero by taking to account that ��f �	 2
0 � and

��s� are 	 Z
s -measurable and ��s� · E�hs − ĥs �	 Z

s � = 0. Then (3.27) reduces to

E �Mt�f�Y�t�� = E
[
f�u�t��

∫ t

0
��s� · �hs − ĥs�ds

]
− E

[∫ t

0
��f�ds

∫ t

0
��s� · �hs − ĥs�ds

]
= E

[∫ t

0
f�u�s����s� · �hs − ĥs�ds

]
− E

[∫ t

0

(∫ s

0
��f�d�

)
��s� · �hs − ĥs�ds

]

 (3.28)

Since �f�u�t��− f�u�s��� and ∫ s
0 ��f�d� are independent of 	

Z
s , ��s� is 	

Z
s -measurable

and ��s� · E�hs − ĥs �	 Z
s � = 0.

Applying properties of stochastic integrals with Equations (3.26)–(3.28) gives

E �Mt�f�Y�t�� = E
[∫ t

0
��s� · E�f�u�s���hs − ĥs� �	 Z

s �ds
]

+ E
[
�Mt�f�− �Mt�f��Y�t�

]
= E

[
Y�t�

∫ t

0
E�f�u�s���hs − ĥs� �	 Z

s � · d��s�
]

+ E
[
�Mt�f�− �Mt�f��Y�t�

]

 (3.29)

Then (3.20) and (3.29) immediately give us (3.21). �

Now we are interested in deriving Zakai equation by using Girsanov
transformation and Kallianpur-Striebel’s formula.
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 415

Lemma 3.6 (Girsanov transformation). Assume that the conditions C2, C3, and
Theorem 2.3 hold. Then,

1. The stochastic process

�t = exp
[
−

∫ t

0
hi�u�s��dBi�s�− 1

2

∫ t

0
�h�u�s���2ds

]
(3.30)

is a �t-martingale and E��t� = 1 for all 0 < t ≤ T .
2. The measure P̃ defined by dP̃ = �TdP is a probability measure and the process

Z�t� = Z�0�+ B�t�+
∫ t

0
h�u�s��ds (3.31)

is a Weiner process with respect to probability space ����t� P̃�.

Proof. All the details of this Lemma follows from Lemma 3.1 in [11] except the
result E��t� = 1, since h is unbounded function.

In order to obtain E��t� = 1 for all 0 < t ≤ T , we use truncation function
approach by Ferrario [10].

We define truncation function �N for each N = 1� 2� 3� 
 
 
 as follows.

�Nt �v� =
{
1 if

∫ t
0 �h�v�s���2ds ≤ N

0 otherwise
(3.32)

From C2, Theorem 2.3 and (3.32), we have Novikov condition

E
[
exp

(
1
2

∫ t

0

∣∣�Nt �u�s��h�u�s��∣∣2 ds)] < �� (3.33)

for all N = 1� 2� 3� 
 
 
 .
This implies E��Nt � = 1 for all N = 1� 2� 3� 
 
 
 with

�Nt = exp
[
−

∫ t

0
�Nt �u�s��h

i�u�s��dBi�s�− 1
2

∫ t

0
�Nt �u�s���h�u�s���2ds

]

 (3.34)

Now we prove E��t� = 1. Consider

1 = E
[
�Nt

] = E
[
�Nt �u�t���

N
t

]+ E
[(
1− �Nt �u�t��

)
�Nt

]
= E

[
�Nt �u�t���t

]+ P
{
�Nt �u�t�� = 0

}
(3.35)

By applying Monotone convergence theorem, we have

lim
N→�

E
[
�Nt �u�t���t

] = E ��t� 
 (3.36)

On the other hand,

lim
N→�

P
{
�Nt �u�t�� = 0

} = lim
N→�

P
{∫ t

0
�h�u�s���2ds > N

}
= 0
 (3.37)

D
ow

nl
oa

de
d 

by
 [

N
av

al
 P

os
tg

ra
du

te
 S

ch
oo

l, 
D

ud
le

y 
K

no
x 

L
ib

ra
ry

] 
at

 1
1:

04
 1

8 
A

pr
il 

20
13

 



416 Fernando and Sritharan

The last equality of (3.37) holds by Chebychev’s inequality, Theorem 2.3, and
condition C2.

Hence by letting N → � in (3.35), we have the result E��t� = 1. �

One can prove that under the probability measure P̃, processes Z�t� and u�t�
are independent since condition C3 holds.

Now define

�̃t =
1
�t

= exp
[∫ t

0
hi�u�s��dZi�s�− 1

2

∫ t

0
�h�u�s���2ds

]
(3.38)

Theorem 3.7. Suppose that (2.14), (3.1), and conditions C1–C3 hold. If f is
a cylindrical test function and f ∈ D���, then unnormalized conditional density
Ẽ�f�u�t���̃t �	 Z

t � satisfy the following stochastic differential equation

Ẽ�f �̃t �	 Z
t � = Ẽ0�f �̃0 �	 Z

0 �+
∫ t

0
Ẽ��f �̃s �	 Z

s �ds +
∫ t

0
Ẽ�fh�̃s �	 Z

s � · dZ�s�� (3.39)

where Z�t�� �0 ≤ t ≤ T� is the observation process.

Proof. Applying Itô formula to (3.38), we notice that

�̃t = 1+
∫ t

0
�̃sh�u�s��
dZ�s�
 (3.40)

Now we take conditional expectation under P̃ on both sides of (3.40) with respect
to 	 Z

t , using the fact that Z�t� is measurable on 	 Z
t and by the Lemma 1.2 on

page 102 [5]:

Ẽ
[
�̃t �	 Z

t

] = 1+ Ẽ
[∫ t

0
�̃sh�u�s�� �	 Z

s

]

dZ�s� (3.41)

Then we have,

dẼ��̃t �	 Z
t � = Ẽ�h�̃t �	 Z

t �dZ�t�
 (3.42)

From Kallianpur-Striebel’s formula (see Theorem 3, [18]) �E�f �	 Z
t � = Ẽ�f �̃t �	 Z

t �/
Ẽ��̃t �	 Z

t �� we get

dẼ�f �̃t �	 Z
t � = Ẽ��̃t �	 Z

t �dE�f �	 Z
t �+ E�f �	 Z

t �dẼ��̃t �	 Z
t �+ dE�f �	 Z

t � · dẼ��̃t �	 Z
t �


(3.43)

From (3.1), (3.7), (3.42), (3.43), and Kallianpur-Striebel’s formula, we obtain

dẼ�f �̃t �	 Z
t �

= Ẽ��̃t �	 Z
t �

(
E��f �	 Z

t �dt +
(
E�fh �	 Z

t �− E�f �	 Z
t �E�h �	 Z

t �
) · �dZ�t�− ĥtdt�)

+ E�f �	 Z
t �Ẽ��̃t �	 Z

t �E�h �	 Z
t � · dZ�t�
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 417

+ �E��f �	 Z
t �dt + �E�fh �	 Z

t �− E�f �	 Z
t �E�h �	 Z

t ��

· �dZ�t�− ĥtdt��Ẽ��̃t �	 Z
t �E�h �	 Z

t � · dZ�t�
= Ẽ��f �̃t �	 Z

t �dt + �Ẽ�fh�̃t �	 Z
t �− Ẽ�f �̃t �	 Z

t �E�h �	 Z
t �� · �dZ�t�− ĥtdt�

+ Ẽ�h�̃t �	 Z
t �E�f �	 Z

t � · dZ�t�
+ �Ẽ�fh�̃t �	 Z

t �− Ẽ�f �̃t �	 Z
t �E�h �	 Z

t �� · ĥtdt
= Ẽ��f �̃t �	 Z

t �dt + Ẽ�fh�̃t �	 Z
t � · dZ�t�
 (3.44)

We have, thus, derived the Zakai equation (3.39). �

3.2. Existence and Uniqueness of Nonlinear Filtering Equations

Set of all �-additive finite measures over the Borel sets of �, endowed by weak
topology is denoted by ����. �+��� and ���� are subspaces of ���� consisting
of all positive measures and probability measures over the Borel sets of �,
respectively. If � ∈ ����, we represent ��f� �= ∫

� f�u���du� for f ∈ �cyl. Now we
will define measure-valued solutions for the FKK and Zakai equations.

Definition 3.3. A ����-valued process  t is called a measure-valued solution of
the FKK equation on [0,T] if the following conditions satisfy.

1.  t is 	
Z
t -measurable for all 0 ≤ t ≤ T .

2.

sup
0≤t≤T

E
∫
�
�v�4 t�dv�+ E

∫ T

0

∫
�
�v�2
v
2 t�dv�dt < �


3. For all f ∈ �cyl and 0 ≤ t ≤ T the weak FKK equation holds:

 t �f� =  0 �f�+
∫ t

0
 s ��f� ds +

∫ t

0
� s �hf�− s �h� s �f�� · d��s�� (3.45)

Definition 3.4. A �+���-valued process !t is called a measure-valued solution of
the Zakai equation on [0,T] if the following conditions hold:

1. !t is 	
Z
t -measurable for all 0 ≤ t ≤ T .

2.

sup
0≤t≤T

E
∫
�
�v�4!t�dv�+ E

∫ T

0

∫
�
�v�2
v
2!t�dv�dt < �


3. E�!t�1��2 < � for all 0 ≤ t ≤ T .
4. E

∫ T
0 �!t�1��2dt < �

5. For all f ∈ �cyl and 0 ≤ t ≤ T the weak Zakai equation holds

!t�f� = !0�f�+
∫ t

0
!s��f�ds +

∫ t

0
!s�hf� · dZ�s�� (3.46)
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418 Fernando and Sritharan

Note 3.2. By defining,

!t �f� = exp
{∫ t

0
 s �h� · dZ�s�−

1
2

∫ t

0
� s �h� �2ds

}
 t �f� � (3.47)

and applying Itô formula to (3.47), one can obtain the measure-valued version of
the Zakai equation (3.46), (see Section 3.1 in [38]).

Let us now discuss existence and uniqueness of measure-valued solutions for the
FKK and Zakai equations (see [3, 30, 32]).

3.2.1. Existence of Measure-Valued Solutions.

Theorem 3.8. Assume that the conditions C1–C3 and Theorem 2.3 hold. Then there
exists a measure-valued solution  t of the FKK equation (3.45) on �0� T� and there exists
a measure-valued solution !t of the Zakai equation (3.46) on �0� T�.

Proof. Since  t and !t are related by (3.47), it is enough to prove the existence of
one of the two measures. It will be convenient to prove existence for  t. We use the
lemma 3.9 (R. K. Getoor [13]) to show the existence of  t. �

Lemma 3.9 ([13, Proposition 4.1]). Let � be a Lusin space. We denote by Bb��� and
Bb��� the set of all bounded Borel functions on � and � respectively. Now suppose
that " � Bb���→ Bb��� is linear a.e., positive a.e., and satisfies 0 ≤ gn ↑ g implies
that "gn ↑ "g for any sequence of functions �gn� and g ∈ Bb���. Then there exist a
bounded kernel ��
� 
� from ���
� to ���B���� such that "g��� = ∫

� g�v����� dv�
for all g ∈ Bb��� and � ∈ �.

By using Lemma 3.9, we can find a kernel which is a candidate for the measure
that we wish to obtain. Hilbert space � is a Lusin space since every complete,
separable, metric space (Polish space) is a Lusin space. Now define operator: " �
Bb���→ Bb��� by

"t �f � ��� = E�f�u�t�� �	 Z
t �� for all f ∈ Bb���
 (3.48)

We can easily show that " is a linear, positive, continuous (see Lemma 3.9)
operator, a.s.. Then, there exists a 	 Z

t -measurable random measure  �
� 
� such that

"t �f � ��� =
∫
�
f�v� t��� dv�� for all f ∈ Bb���
 (3.49)

We then write:

 t�f� = E�f�u�t�� �	 Z
t � =

∫
�
f�v� t�
� dv� (3.50)

for all bounded Borel functions f .
Now we have to check that  t is a measure-valued solution of the FKK

equation. Definition of the kernel in the lemma implies that  t is 	 Z
t measurable.

Then we have Condition (1) of Definition 3.2.
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 419

Now we want to show that measure-valued solution  t satisfies the Condition
(2) of the Definition 3.2. Let gn�v� = �v�4 ∧ n for n ∈ �. Consider

E
∫
�
gn�v� t�
� dv� = E�gn�u�t���
 (3.51)

The above result holds since gn�v� is a nonnegative, increasing, bounded Borel
function and (3.50). Now take liminf on both sides and apply the monotone
convergence theorem for the right-hand side of (3.51) to get,

lim inf
n→� E

∫
�
gn�v� t�
� dv� = E�u�t��4� (3.52)

since �
∫
� gn�v� t�
� dv��

�
n=1 is a nonnegative sequence of measurable functions.

Applying Fatou’s lemma for the left-hand side of (3.52),

E
∫
�
�v�4 t�
� dv� = E

∫
�
lim inf
n→� gn�v� t�
� dv�

≤ lim inf
n→� E

∫
�
gn�v� t�
� dv� = E�u�t��4


Taking the supremum on both sides, and applying Theorem 2.3, we have

sup
0≤t≤T

E
∫
�
�v�4 t�
� dv� ≤ E sup

0≤t≤T
�u�t��4 < �
 (3.53)

Denote ḡn�v� = ��v�2
v
2� ∧ n for n ∈ �. Now consider,

E
∫ T

0

∫
�
ḡn�v� t�
� dv�dt = E

∫
�

∫ T

0
ḡn�v� t�
� dv�dt

≤ E
∫
�

∫ T

0
ḡn�v� t�
� dv�dt

= E�
∫ T

0
ḡn�u�t��dt� (3.54)

The above result (3.54) holds since ḡn�v� is a nonnegative bounded Borel function,
by Fubini’s theorem and result (3.50). By following similar a arguments as in
deriving (3.54), we can show that

E
∫ T

0

∫
�
�v�2
v
2 t�
� dv�dt = E

∫ T

0

∫
�
lim inf
n→� ḡn�v� t�
� dv�dt

≤ lim inf
n→� E

∫ T

0

∫
�
ḡn�v� t�
� dv�dt = E

∫ T

0
�u�t��2
u�t�
2dt


Then, from Theorem 2.3,

E
∫ T

0

∫
�
�v�2
v
2 t�
� dv�dt < �
 (3.55)

Results (3.53) and (3.55) immediately give us the condition (2) of the Definition 3.2.
Our main work of the existence of measure-valued solution is verifying the condition
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420 Fernando and Sritharan

(3) of the Definition 3.2. To obtain the desired result (3.45), we will simply substitute
(3.50) to (3.7), but one can find that without further restrictions on f ∈ Bb���,
the term

∫ t
0 E��f �	 Z

s �ds associated with (3.7) is not well defined and (3.45) is not
implied from (3.50) and (3.7). In order to make sense of the terms involve with
(3.7), we have to restrict function f to the class of cylindrical test functions (�cyl). In
Theorem 3.5, results (3.13), (3.14), (3.16), (3.19) imply that the term

∫ t
0 E��f �	 Z

s �ds
is well defined for f ∈ �cyl. Result (3.10) in Theorem 3.5 shows that the last term of
(3.7) is a martingale. Therefore, we can conclude that all terms associated with (3.7)
are well defined when we restrict function f to the class of cylindrical test functions.
Then by substituting (3.50) to (3.7), we can obtain the desired result (3.45). �

3.2.2. Uniqueness of Measure-valued Solutions. Let us denote by St�t ≥ 0� the Feller
semigroup associated with the transition probabilities Pt�x� F� = E�1F �u�t�� �	0�,
�F ∈ 
���, where 
��� consists of all Borel subsets of �):

Stf�x� =
∫
�
f�y�Pt�x� dy�
 (3.56)

St maps �b��� into itself for all �t ≥ 0�. Let f ∈ �cyl ⊆ D��� and consider

E � t�f�− t′�f�� = E

∣∣∣∣∫ t

t′
 s��f�ds +

∫ t

t′
� s�fh�− s�f� s�h�� · d��s�

∣∣∣∣ < �

(3.57)

The above result can be established by using Condition (2) in Definition 3.3,
Burkholder’s inequality and Cauchy-Schwartz inequality. Then,

lim
t→t′

E � t�f�− t′�f�� = 0
 (3.58)

This gives us

E � t�f�− t′�f��
≥

∫
���� t�f����− t′ �f�����≥��

� t�f����− t′�f�����P�d��
≥ �P �� � � t�f����− t′�f����� ≥ �� � for all � > 0
 (3.59)

Combining (3.58) and (3.59), we have

lim
t→t′

P �� � � t�f����− t′�f����� ≥ �� = 0� for all � > 0
 (3.60)

Then we can conclude that for each f ∈ �cyl ⊆ D���,  t�f� has a sample continuous
path since the result (3.60) and �St� is a Feller semigroup and �cyl is dense in �b���
(see [17, Section 11.5] and [7, Theorem 2.8]).

Theorem 3.10. For all f ∈ �b���,  t�f� satisfies the equation

 t�f� =  0�Stf�+
∫ t

0
� s��St−sf�h�− s�St−sf� s�h�� · d��s�� (3.61)

where St−sf�u�s�� = E�f�u�t�� �	s�.
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 421

Proof. See [17, Theorem 11.5.1] �

Now let ���t�� t ≥ 0� be a Wiener process defined on ����t�P� and take
 0�f� = E�f�u�0��� (i.e.,  0 ∈ ����).

We say that ����-valued stochastic process  t�
� is a solution of the equation

 t�f� =  0�Stf�+
∫ t

0
� s��St−sf�h�− s�St−sf� s�h�� · d��s� (3.62)

if it satisfies Conditions (1) and (2) in the Definition 3.3 and for every t�≥ 0�,  t�f�
satisfies (3.62) a.s.

Theorem 3.11. Let �u�t�� t ≥ 0� be the Feller-Markov process which is a solution of
the Itô-Lévy stochastic two-dimensional Navier-Stokes equation given by (2.14). The
observation process Z�t� associate with the signal process u�t� is given by (3.1). Assume
that the conditions C1–C3 hold. Let f ∈ �cyl ⊆ D���. Then Equation (3.62) has a
unique solution in the probability measure space ���� within the class of � t ∈ ���� �
E
∫
� �h�v��2 t�dv� ≤ CE�h�u�t���2� for all t ∈ �0� T��:

Proof. We suppose that  t and  
′
t are two solutions of (3.62) with the same initial

conditions. Our goal is to show that �t�f� = E�� t�f�− ′
t�f��2� = 0 for all t�≥ 0�

and each f ∈ �cyl.
Since two measures  t and  

′
t satisfy Condition (2) in Definition 3.3 and f ∈ �cyl,

we have following estimates:

E� t�f��2 ≤ CE�f�u�t���2 < �� (3.63)

E� ́t�f��2 ≤ ĆE�f�u�t���2 < �
 (3.64)

Using the Triangle inequality with (3.63) and (3.64), we have

�t�f� = E
(∣∣∣ t�f�−  ́t�f�∣∣∣2) ≤ 4�CE�f�u�t���2 < �� (3.65)

where �C = max�C� Ć�.
Let us introduce stopping times involve with the terms h�u�t�� and  t�h�.

�N1 = inf �t ≤ T � �h�u�t��� ≥ N� �
�N2 = inf �t ≤ T � � t�h�� ≥ N� 


Take �N = �N1 ∧ �N2 .
Now we will show that �N → t as N → � for any t ≤ T . Applying a priori

estimates with condition C2, we get,

�E� t�h���2 ≤ E� t�h��2 ≤ CE�h�u�t���2 ≤ Cc2hE�1+ �u�t��4� < �
 (3.66)

This gives us that if we define

�̂N �= �� ∈ � � � t�h�� < N� � (3.67)
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422 Fernando and Sritharan

then we have ∫
�̂N

� t�h��P�d��+
∫
�\�̂N

� t�h��P�d�� ≤ Ĉ
 (3.68)

Hence drop the first integral and note that � t�h�� ≥ N in �\�̂N . Then we have

P
{
�\�̂N

}
≤ Ĉ

N

 (3.69)

Note also that

P
{
� ∈ � � �N1 < t

} = P
{
�\�̂N

}
≤ Ĉ

N
� for any t ≤ T
 (3.70)

Hence, lim supN→� P�� ∈ � � �N1 < t� = 0. Therefore, �N1 → t as N → �. Similarly,
we can show that �N2 → t as N → �. Thus, �N → t as N → � for any t ≤ T .
Consider

�t∧�N �f� = E

∣∣∣∣ 0�St∧�N f�+
∫ t∧�N

0

[
 s��St∧�N−sf�h�

− s�St∧�N−sf� s�h�
] · d��s�−  ́0�St∧�N f�

−
∫ t∧�N

0

[
 ́s��St∧�N−sf�h�−  ́s�St∧�N−sf� ́s�h�

] · d��s�∣∣∣∣2
= E

∣∣∣∣ ∫ t∧�N

0

[
 s��St∧�N−sf�h�−  ́s��St∧�N−sf�h�

] · d��s�
+

∫ t∧�N

0

[
 s�St∧�N−sf�� ́s�h�− s�h��

] · d��s�
+

∫ t∧�N

0

[
 ́s�h�� ́s�St∧�N−sf�− s�St∧�N−sf��

] · d��s�∣∣∣∣2

≤ 3E
{∣∣∣∣ ∫ t∧�N

0

[
 s��St∧�N−sf�h�−  ́s��St∧�N−sf�h�

] · d��s�∣∣∣∣2

+
∣∣∣∣ ∫ t∧�N

0

[
 s�St∧�N−sf�� ́s�h�− s�h��

] · d��s�∣∣∣∣2
+

∣∣∣∣ ∫ t∧�N

0

[
 ́s�h�� ́s�St∧�N−sf�− s�St∧�N−sf��

] · d��s�∣∣∣∣2}
= 3E

{ ∫ t∧�N

0

∣∣ s��St∧�N−sf�h�−  ́s��St∧�N−sf�h�∣∣2ds
+

∫ t∧�N

0

∣∣ s�St∧�N−sf�� ́s�h�− s�h��∣∣2ds
+

∫ t∧�N

0

∣∣ ́s�h�� ́s�St∧�N−sf�− s�St∧�N−sf��∣∣2ds}
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Nonlinear Filtering of Stochastic Navier-Stokes Equation 423

≤ 3
∫ t∧�N

0

{
�s��St∧�N−sf�h�+ N 2�s�St∧�N−sf�

+ �f �2�s�h�
}
ds
 (3.71)

The last inequality of (3.71) follows from Itô isometry and definition of �t�f�.
Now we estimate the terms involve in right-hand side of (3.71) in their order of

appearance. Using the fact that h�u�t�� is measurable with respect to 	 Z
t , applying

Jensen’s inequality with condition C2,

�s��St∧�N−sf�h� ≤ 4C1E�h�u�s��St∧�N−sf�u�s���2

≤ 4C1E
[
E
(�h�u�s��f�u�t ∧ �N ���2�	 Z

s

)]
≤ 4C1E

[�h�u�s���2�f�u�t ∧ �N ���2] � for 0 ≤ s ≤ t ≤ T� (3.72)

�s�h� ≤ 4C2E�h�u�s���2� for 0 ≤ s ≤ t ≤ T (3.73)

and

�s�St∧�N−sf� ≤ 4C3E�f�u�t ∧ �N ���2� for 0 ≤ t ≤ T
 (3.74)

From (3.71), (3.72), (3.73), and (3.74), we obtain

�t∧�N �f� ≤ 4 · 3 · Cm
{ ∫ t∧�N

0
E
[�h�u�s���2�f�u�t ∧ �N ���2] ds

+ N 2
∫ t∧�N

0
E�f�u�t���2ds + �f �2

∫ t∧�N

0
E�h�u�s���2ds

}
≤ 4 · 32CmN 2�f �2�t ∧ �N �
 (3.75)

where Cm = max�C1� C2� C3�.
Substituting the estimate (3.75) into the right-hand side of (3.71),

�t∧�N �f� ≤ 4 · 33 · CmN 2

{
E
∫ t∧�N

0
��St∧�N−sf�h�2sds + E

∫ t∧�N

0
�h�u�s���2sds

+ E
∫ t∧�N

0
�St∧�N−sf �2sds

}

≤ 4 · 33 · CmN 4�f �2 �t ∧ �N �
2

2

 (3.76)

We can get the following estimate by repeating the above procedure n times:

�t∧�N �f� ≤ 4 · 3n+1 · Cm�f �2N 2n �t ∧ �N �n
n! < �
 (3.77)

By letting n→ � of the right-hand side of (3.77) for fixed N , we can get the
uniqueness result for measure-valued solutions of (3.62) up to stopping time �N .
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424 Fernando and Sritharan

Now let �� = �� ∈ � � �t∧�N �f� = 0�. Then we have �t�f� = 0 for t > �N , 0≤ t≤T
on the set �N = �� ∈ � � �N = T� ∩ ��, since �t�f� = 0 may not hold for t > �N .
Since we have P��N�→ 1 as N → �, we will get �t�f� = 0 for � ∈ ∪�

N=1�N
with P�∪�

N=1�N� = 1. This implies that uniqueness result holds for whole interval
�0� T�. �
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1. Albeverio, S., Brzeźniak, Z., and Wu, J.L. 2010. Existence of global solutions and
invariant measures for stochastic differential equations driven by Poisson type noise
with none-Lipschitz coefficients. J. Math. Anal. Appl. 371:309–322.

2. Applebaum, D. 2009. Lévy Processes and Stochastic Calculus. Cambridge University
Press, Cambridge, UK.

3. Bhatt, A.G., Kallianpur G., and Karandikar, R.L. 1995. Uniqueness and robustness
of solution of measure-valued equation of nonlinear filtering. Annals of Probability
23:1895–1938.

4. Bensoussan, A. 1992. Stochastic Control of Partially Observation Systems. Cambridge
University Press, Cambridge, UK.

5. Borkar, V.S. 1989. Optimal Control of Diffusion Processes. Longman Group UK
Limited, Harlow, UK.

6. Chow, P.L. 2007. Stochastic Partial Differential Equations. Chapman and Hall/CRC
Publishers, Boca Raton, FL.

7. Dynkin, E.B. 1965. Markov Processes. Vol. 1. Springer-Verlag, Berlin.
8. Da Prato G., and Zabczyk, J. 1992. Stochastic Equations in Infinite Dimensions.

Cambridge University Press, Cambridge, UK.
9. Fernando, B.P.W., Sritharan, S.S., and Xu, M. 2010. A simple proof of global

solvability for 2-D Navier-Stokes equations in unbounded domains. Differential and
Integral Equations 23(3–4):223–235.

10. Ferrario, B. 2008. Absolute continuity of laws for semilinear stochastic equations with
additive noise. Communications on Stochastic Analysis 2(2):209–227.

11. Fujisaki, M., Kallianpur, G., and Kunita, H. 1972. Stochastic differntial equations for
the nonlinear filtering problem. Osaka J. Math. 9:19–40.

12. Galdi, G.P. 1993. An Introduction to the Theory of the Navier-Stokes Equations. Vols. 1
and 2. Springer-Verlag, New York.

13. Getoor, R.K. 1975. On the construction of kernels. In Seminaire de probabilitiés IX.
Lecture Notes in Mathematics. Meyer, P.A., ed., Vol. 465, Springer-Verlag, Berlin.

14. Gyongy, I., and Krylov, N.V. 1982. On stochastic equations with respect to
semimartingales: Ito formula in Banach spaces. Stochastics 6:153–173.

15. Hobbs, S., and Sritharan, S.S. 1996. Nonlinear filtering theory for stochastic reaction-
diffusion equations. In Probability and Modern Analysis. Gritsky, N., Goldstein, J., and
Uhl, J.J. eds., Marcel Dekker, New York.

16. Itô, K. 2004. Stochastic Processes. Springer-Verlag, New York.
17. Kallianpur, G. 1980. Stochastic Filtering Theory. Springer-Verlag, New York.
18. Kallianpur, G., and Striebel, C. 1968. Estimation of stochastic systems, arbitrary system

process additive noise observation errors. Ann. Math. Statis. 39:785–801.
19. Krylov, N.V., and Rozovskii, B.L. 1981. Stochastic evolution equations. J. Sov. Math.

16:1233–1277.
20. Kunita, H., and Watanabe, S. 1967. On square integral martingales. Nagoya Math. J.

30:209–245.
21. Ladyzhenskaya, O.A., and Solonnikov, V.A. 1977. On the solvability of boundary value

problems and initial-boundry value problems for the Navier-Stokes equations in regions
with noncompact boundries. Vestnic Leningrad Univ. Math. 10:271–279.

D
ow

nl
oa

de
d 

by
 [

N
av

al
 P

os
tg

ra
du

te
 S

ch
oo

l, 
D

ud
le

y 
K

no
x 

L
ib

ra
ry

] 
at

 1
1:

04
 1

8 
A

pr
il 

20
13

 



Nonlinear Filtering of Stochastic Navier-Stokes Equation 425

22. Ladyzhenskaya, O.A. 1969. The Mathematical Theory of Viscous Incompressible Flow.
Gordon and Breach, New York.

23. Lemari’e-Rieusset, P.G. 2002. Recent developments in the Navier-Stokes problem.
Research Notes in Mathematics. Vol. 431, Chapman and Hall, Boca Raton, Florida.

24. Lions, J.L., and Prodi, G. 1959. Une théoréme d’Existence et unicité dans les Équations
de Navier-stokes en Dimension 2. CR Acad. Sci. Paris 248:3519–3521.

25. Manna, U., and Sritharan, S.S. 2007. Lyapunov functionals and local dissipativity
for the vorticity equation in Lp and Besov spaces. Differential and Integral Equations
20(5):581–598.

26. Menaldi, J.L., and Sritharan, S.S. 2001. Stochastic 2-D Navier-Stokes equation. J. Appl.
Math. Optim. 46:31–53.

27. Métivier, M. 1988. Stochastic Partial Differential Equations in Infinite Dimensional Spaces.
Publications of the Scuola Normale Superiore, Edizioni, Della Normale, Pisa.

28. Oksendal, B., and Sulem, A. 2004. Applied Stochastic Control of Jump Diffusions.
Springer, Berlin.

29. Pardoux, E. 1975. Equations Aux Derivées Partielles Stochastiques Non Linéaires
Monotones. Etude Des Solutions fortes De Type Ttô, Thesis, Université De Paris Sud.
Orsay.

30. Popa, S., and Sritharan, S.S. 2009. Nonlinear filtering of Itô-Lévy stochastic differential
equations with continuous observations. Comm. Stoch. Anal. 3:313–330.

31. Protter, P.E. 2005. Stochastic Integration and Differential Equations. 2nd ed. Springer-
Verlag, New York.

32. Rozovskii, B.L. 1991. A simple proof of uniqueness for Kushner and Zakai equations.
Stochastic Analysis, Academic, Press, pp. 449–458.

33. Rüdiger, B., and Ziglio, G. 2006. Itô Formula for stochastic integral w.r.t. compensated
poisson random measures on separable banach spaces. Stochastics an International
Journal of Probability and Stochastic Processes 78(6):377–410.

34. Sakthivel, K., and Sritharan, S. S. 2011. Martingale solutions for stochastic Navier-
Stokes equations driven by Lévy Noise. Evolution Equations and Control Theory. (To
appear)

35. Skorokhod, A.V. 1991. Random processes with independent increments. Mathematics
and Its Applications. Vol. 47. Springer-Verlag, New York.

36. Sohr, H. 2001. The Navier-Stokes Equations: An Elementary Functional Analytic Approach.
Birkhäuser, Boston.

37. Sritharan, S.S., and Sundar, P. 2006. Large deviations for the two dimensional Navier-
stokes equations with multiplicative noise. Stoch. Process. Appl. 116:1636–1659.

38. Sritharan, S.S. 1995. Nonlinear filtering of stochastic Navier-Stokes equations. In
Nonlinear Stochastic PDEs: Burgers Turbulance and Hydrodynamic Limit. Funaki, T., and
Woyczynski, W.A. eds., Springer-Verlag, New York, pp. 247–260.

39. Sritharan, S.S. 1998. Optimal Control of Viscous Flow. SIAM, Philadelphia.
40. Sritharan, S.S. (2006). Stochastic Navier-Stokes equations; Solvability, control and

filtering. In Stochastic Partial Differential Equations and Applications VII. Da Prato, G.,
and Turbaro, L. eds., Chapman and Hall/CRC, Boca Raton, FL, pp. 273–280.

41. Sritharan, S.S., and Xu, M. 2010. Convergence of particle filtering method for nonlinear
estimation of vortex dynamics. Comm. Stoch. Anal. 4(3):443–465.

42. Sritharan, S.S., and Xu, M. 2011. A stochastic lagrangian particle model and nonlinear
filtering for three dimensional euler flow with jumps. Comm. Stoch. Anal. 5(3):
565–583.

43. Sritharan, S.S. 2000. Deterministic and stochastic control of Navier-Stokes equation
with linear, monotone and hyperviscosities. Appl. Math. Optim. 41:255–308.

44. Sritharan, S.S. 1990. Invariant Manifold Theory for Hydrodynamic Transition. John Wiley
and Sons, New York.

D
ow

nl
oa

de
d 

by
 [

N
av

al
 P

os
tg

ra
du

te
 S

ch
oo

l, 
D

ud
le

y 
K

no
x 

L
ib

ra
ry

] 
at

 1
1:

04
 1

8 
A

pr
il 

20
13

 



426 Fernando and Sritharan

45. Temam, R. 1984. Navier-Stokes Equations. North-Holland, Oxford, UK.
46. Temam, R. 1987. Navier-Stokes Equations and Nonlinear Functional Analysis. SIAM,

Philadelphia.
47. von Wahl, W. 1985. The Equations of Navier-Stokes and Abstract Parabolic Equations.

Friedr. Vieweg and Sohn, Braunschweig.
48. Zakai, M. 1969. On the optimal filtering of diffusion processes. Wahrsh, Z. Verw. Gebiete

11:230–243.
49. Zhao, D., and Ying Chao, X. 2009. Global solution of 2D navier-stokes equation with

Lévy noise. Science in China Series A: Mathematics 52(7):1492–1524.

D
ow

nl
oa

de
d 

by
 [

N
av

al
 P

os
tg

ra
du

te
 S

ch
oo

l, 
D

ud
le

y 
K

no
x 

L
ib

ra
ry

] 
at

 1
1:

04
 1

8 
A

pr
il 

20
13

 


