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initial data is near enough to the training set.
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1. Introduction

Numerical methods for nonlinear wave equations have a long history, from the sem-
inal works of Courant, Friedrichs, and Lewy [1] almost a century ago, to more recent
contributions of Fornberg, Trefethen, LeVeque, and many others [2-10]. By and large, these
methods are successful when a sufficiently fine discretization is used. Many classical nu-
merical methods for partial differential equations (PDE) perform poorly on coarse grids, i.e.,
with few data points [11-13]. Recently, a number of authors have used machine learning
to augment numerical solvers in the coarse discretization regime [14-16]. In this work, a
procedure for numerically solving a nonlinear dispersive wave equation is proposed using
a machine learning model to optimize stencil weights. A simple neural network is used,
and the resulting numerical scheme is trained on solutions of the PDE (The method allows
for training on either exact solutions or coarse samples of a highly-resolved numerical solution).
The result is a numerical scheme that can outperform both Fourier collocation and its sister
finite difference scheme when applied on the coarse grid.

The novel numerical method is developed and applied to the Korteweg—de Vries
(KdV) equation. The KdV equation was originally derived as a model for waves in shallow
water [17,18]. Numerous recent works have since used the KdV equation or a modified
version of it in many areas where long, weakly nonlinear waves are of interest [18-29].
The KdV equation has localized traveling wave solutions, or solitons. These localized
waves maintain their shape as they propagate through space and time [30]. This is due to a
balance between the nonlinear and dispersive properties of the equation [31,32]. The KdV
equation is integrable, and the solutions are real. Although the formula of the soliton was
used for debugging, the results in this paper rely on neither the existence of solitary waves
nor integrability. The form of the KdV equation in consideration is

Up + Uyxxy — 6UUx =0, 1)

Mathematics 2023, 11, 2791. https:/ /doi.org/10.3390/math11132791

https://www.mdpi.com/journal /mathematics


https://doi.org/10.3390/math11132791
https://doi.org/10.3390/math11132791
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://doi.org/10.3390/math11132791
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math11132791?type=check_update&version=1

Mathematics 2023, 11, 2791

2 of 14

where the subscripts denote the derivative of the respective independent variables. The
closed-form solutions of the KdV equation are

i(x, t) = —%sech2 (\f(x - ct)), (2)

where c is the speed. Figure 1 shows a plot of the wave solution in time and space, using
¢ = 1, with a time interval length of 3 and spatial domain size of 40.

0 -
_0-2
0.4
_0-6 A
| .
. o 20
| N — Y

1 020 O
Time (t) ) Space (x)

Figure 1. An example of the traveling waves solution of the Korteweg—de Vries equation, ¢ = 1in (2),
is plotted as a function of space and time.

Machine learning methods have been applied to PDEs many times [33] and in numer-
ous applications [34,35]. Several recent works have used machine learning methods to find
the underlying PDE [18,20,25,26,36,37]. Many recent works have aimed to improve the accu-
racy of solutions to PDEs [15,19,21-25,38,39]. The machine learning models and approaches
vary throughout these works such as the use of a residual network [37,40], a new proposed
network called PDE-Net [36], a neural network based on Lie groups [27], a multilayer feed-
forward neural network [34], and an unsupervised learning [41] approach [42]. Some ap-
proaches combine deep neural networks with other methods such as regression models [20]
and Galerkin methods [43]. Several works have implemented the physics-informed neural
networks (PINNSs) approach [19,21,22,24,25,44,45], as proposed by Raissi et al. [39]. PINNs
incorporate the PDE and boundary conditions into the objective or loss function to preserve
the physics of the equation [19,22,39,46]. Variations within the PINN framework exist
to include the gradient optimized [24] and parareal [47] PINNs. An important note to
make about PINNS is that the machine learning models represent the solution as a neural
network, which are functions of x and t. In this work, a neural network is used to model
the stencil weights as a function of the unknown solution u.

Deep learning models, also known as deep neural networks, are very common ma-
chine learning models used in problems involving PDEs [15,25,33,48]. Historically, deep
neural networks were defined to have more than two hidden layers [49,50]. With today’s
technology, the number of layers can be well into the double digits, so a neural network
with three or four hidden layers may be considered “simple”. Um et al. [33] use a model
with 22 layers. On the lower end, Bar-Sinai et al. [15] use a three-layer neural network.
Raissi et al. [25] use two deep neural networks, one with five layers and the other with
only two. Raissi et al. [48] provide results using different numbers of layers in their
model. The drawbacks to using deep neural networks may include having insufficient
training data, slow training time, and/or overfitting [49,50]. This paper uses a single-
layer neural network, which is considered a simple neural network, and which has 16
unknown coefficients.

The numerical method of this paper uses a fixed stencil width for the spatial dis-
cretization (as opposed to variable as in [15]) and bases the time-stepping algorithm on
a second-order implicit-explicit scheme (IMEX2) so as to have an unbounded stability
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region [11]. Many recent numerical machine learning works use fourth-order Runge-Kutta
(RK4) [21,23,25,39,46], presumably for its temporal accuracy, but we find the stability prop-
erties to be of greater importance for this training procedure, hence IMEX2 [11,51,52]. Other
second-order time-stepping algorithms exist, such as RK2, and could be used in future
studies but may lack the stability properties offered by IMEX2 [11]. In addition to choosing
a time-stepper with an unbounded stability region, the machine learning network is built
in such a way as to preserve the operator’s anti-symmetry, guaranteeing eigenvalues which
live in the stability region of the scheme. The resulting scheme is stable for all time, with no
limitations on the time step size k (time step is limited in [15]).

The machine-learned numerical method is compared in performance against classical
methods, here finite difference and Fourier collocation. Several other works have estab-
lished methodologies that effectively use machine learning to solve various problems asso-
ciated with PDEs but do not compare performance with classical methods [19,21-24,39,44].
The method in this paper is observed to outperform these two classic methods, but comes
with a restriction that the initial data must be close to the training set. This is an expected
trade-off based on how the scheme was designed.

Training and test data sets can be generated in various ways. In several works, an
initial set of data is generated using a classical method such as from finite difference or
spectral methods [20-23,25,36], and the training and test data sets are both taken from that
initial set [22,23,25,43]. Another approach includes generating one set of solutions to train
on and another entirely different set to test on [43]. One last approach is training and testing
on data randomly sub-sampled from several different initial sets of solutions [15]. This
paper first uses a short time interval of a single solution trajectory for training, then tests on
both the long time dynamics of the trained trajectory and those of other initial data. Also
tested were training routines that used short time intervals from two solution trajectories.

The remainder of the paper is organized as follows: Section 2 discusses the architecture
of the scheme, the machine learning model, and the procedure for creating the solutions to
be used for training and testing. Section 3 discusses the outcomes of using different sets of
initial data when training and testing the model and the performance compared to finite
difference and spectral methods. Finally, Section 4 provides conclusions about the use of
this method for approximating solutions to PDEs on coarse grids and future research.

2. Numerical Method
2.1. Initial Data

Both training and testing data was generated via highly-resolved numerical sim-
ulations. The numerical method used for this data was Fourier collocation for spatial
derivatives and an IMEX2 time-stepping scheme, which has the form

n+1 _ ,n—1
o = g + g 4 £, ©
where n denotes a point in space and the superscripts denote the solutions evaluated at
the point #n, and k is the temporal step size [52]. This scheme uses an implicit scheme
(trapezoidal) for the linear term of the KAV equation, denoted as ¢(u) in (3), and an explicit
scheme (leap frog) for the nonlinear term, denoted as f(u) in (3). This method is not
self-starting, so for the first time step, a first-order IMEX scheme was used with the form

n+l _ ,n
= g+ fu), @

which uses the backward Euler method for the linear term and the forward Euler method
for the nonlinear term [52]. For a small nonlinearity, the IMEX2 scheme becomes the
trapezoidal scheme, which is stable on the entire left-half of the Ak-plane, to include the
imaginary axis. Since the eigenvalues of the KdV equation are all pure imaginary, the
IMEX2 scheme is linearly stable (with an unbounded stability region [11]).
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All simulations in this work were conducted on a Windows 10 laptop computer
and Mac Pro with macOS Monterey using MATLAB version R2022b. The initial data
are all localized and exponentially decaying. The total number of spatial points was
sampled logarithmically in powers of two. The infinite spatial domain was approximated
by L = 40,50, and 60. For each domain size, the initial highly-resolved solution sets
consist of 512 spatial steps and 30,001 temporal steps. Spatial and temporal data were
sub-sampled from highly-resolved numerical simulations to build the training and test
data sets for the machine learning model. The temporal data is sampled every 10th time
step and spatial data is sampled to achieve grids with 16, 32, and 64 points for each domain
size. The resulting highly-resolved, but coarsely gridded, data were used for both training
and testing.

2.2. Model Set-Up

Many recent works build numerical methods with a machine learning
component [18-26,36,39,43,46]. In contrast to these previous works, the machine learn-
ing model herein is applied solely to the linear spatial derivative term. In this section, we
describe the construction of this model. The model is built off of a finite difference method
for the third derivative term of the equation, specifically a second-order centered difference
approximation [53], which has the following form:

1 1
—gUjp +Uj1 — Ujp1 + U0
h3 '

This approximation uses a five-point stencil with coefficients —%, 1,0, —1, and % Let

©)

(uxxx)j ~

b = —% and by = 1. Then, Equation (5) can be written as

bluj_g + bzu]-_l — szj_H - blu]-+2
3 ’

(uxxx)j ~

and the differentiation matrix is the matrix Brp such that

(uxxx)l 0 —b2 _bl 0 ce 0 bl l’Jz 25}
(uxxx)Z bz 0 —bz —b1 0 e 0 b] Uus
by by 0 —-bp -b;y O 0
. 0 b b 0 —by =b 0
.. 0 by by 0 —by —b O
0 ... 0 b b 0 —b -k
(uxxx)N,1 —b1 0 . 0 b] bz 0 —bz UN-—1
L (uxxx)N ] _—bz —b1 0 PN 0 b1 bz 0 unN

for j from 1 to N. Bpp is a circulant matrix, so the coefficients are the same in every row
since they have no dependence on j [3]. Additionally, Brp is anti-symmetric; that is, a
matrix such that BT = —B where the superscript T denotes the transpose.

In this paper, the coefficients by and b, are replaced with optimal weights found using
machine learning that reduce error on coarse grids. The model function used to find the

weights has the form
aj(ﬁ"3 = B+wla(w2(xjﬁ")§, (6)

which is a vector-valued function of length two, where b is a vector of length two of
unknown coefficients, W1 and W, are matrices of unknown coefficients with dimensions
2 x 2and 2 x 5, respectively, and 7 is an activation function which acts on the input vector
component-wise. X; is a 5 X N matrix with entries

(Xj)it = 0(j—3+i) mod N,
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with mod N accounting for the periodicity, and where J is the Kronecker delta defined as

{1, ifi =],
dij = e
0, ifi#j,
so that X; applied to u" evaluates the five adjacent function values,
u't
j—2
“]7‘1—1
X]ﬁn = u;l ’ )
Uiy
Ut
thus the model design preserves the support of the finite difference stencil (Equation (7) will
look different when j = 1,2, N — 1 or N due to periodicity at the boundaries, and this change is
handled explicitly in the definition of X;).
The differentiation matrix of the machine learning model, denoted By, is enforced
to be anti-symmetric so that its eigenvalues lie on the imaginary axis. This gives a stable

scheme, but also enforces an added consistency with the PDE. For each j from 1 to N, the
output of the vector function of the machine learning model is

) = [

]

Unlike in the finite difference method, the coefficients found using the machine learning
model are different for every row, since they depend on u;?. Therefore, By has the
following form:

[0 (—2)1  (—m 0 0 (a1)N-1 (a2)n ]
(a2)1 0 (—a2)2  (—m)2 0 0 (a1)n
(a1)1 (a2)2 0 (—a2)s  (—m)3 0 0

0 (a1)2  (a2)3 0 (—a2)s  (—m)s 0
0 (am1)N-5 (a2)N-4 0 (—a2)n-3  (—a1)N-3 0
0 e 0 (am)n-4 (a2)N-3 0 (—a2)n-2 (—a1)N-2
(—a1)N-1 0 0 (m)n-3  (a2)N-2 0 (—a2)N-1
L (ma2)n  (—am)N 0 0 (a1)n—2  (@1)N—1 U

This results in a machine learning approximation for the third derivative term as follows:

(611)]'_21/!]'_2 + (012)]‘_11/{]‘_1 + (_az)]'T/l]'_H + (—al)juj+2
(”xxx)j ~ 3 . 8

This approximation is substituted into the IMEX2 scheme, replacing the finite differ-
ence approximation for the third derivative term, which gives

1

2K3

un—i—l - un—l 1

ok = —ﬁBML(u”)u"H — BML(UH)Mn_l +f(u”). (9)
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This scheme differs from the IMEX2 scheme in Equation (3) since ¢ now depends on u at
two different time steps. Since this scheme is not self-starting, the following time-stepping
scheme is used for the first time step:

n+l _ ,n
% = —%BML(”n)M’Z+1 + f(u").

2.3. Objective Function and Error

The objective function used for training is the truncation error of Equation (9), evalu-
ated by using the highly-resolved numerical simulations as a proxy for the exact solution.
The nonlinear function f is approximated using a second-order finite difference approx-
imation for first derivatives. Minimization techniques are then applied to the scheme to
optimize the model’s truncation error.

Gradient-based optimization algorithms for the objective function are commonly
used to include stochastic gradient descent [19,24,43], Adam optimizer [19,20,23,42], Broy-
den-Fletcher-Goldfarb-Shanno (BFGS) [27], and Limited-memory BFGS [19,21,22,26,28,39,44].
For this paper, the gradient-based method used to minimize the truncation error is the
steepest descent algorithm. The tolerance for the algorithm is one-tenth of the truncation
error of the corresponding finite difference method (where b = [—3;1] and Wy and W are
matrices whose entries are all zeros). This finite difference method was also used as an
initial guess in the optimization routines.

In addition to the truncation error, the forward error is also used as a measure of
performance. The forward error is calculated by taking the 2-norm of the difference
between the approximated solutions found using each method and the highly-resolved
Fourier solution, ug:

Forward error = ||u — ug||p.

To summarize, the training data from the highly-resolved Fourier simulations is
used as a proxy for the exact solution, then the truncation error of (9) is minimized. The
weights (i.e., the entries of E, Wi, and W) are optimized via steepest descent. Once these
weights are found, they are used in Equation (9) to evolve new initial data. The results
are compared to finite difference and Fourier collocation using the same time-stepper and
spatial discretization.

3. Results

Two training routines were evaluated. One training method used a single solution
trajectory over a short time interval. The second used two solution trajectories (again over a
short time interval). In both scenarios, the trained numerical method was evaluated against
the parent finite difference method and Fourier collocation both at and near the training
initial data, for short and long times.

In both training routines, the set of initial data trained and tested on is of the form

u(x,0) = —-A Esech2 (fx)], (10)

where A is a changeable parameter. When A = 1, this is a soliton solution of the KdV
equation traveling at speed c. For A # 1, the solution is not a traveling wave, and has a
more complicated trajectory. The model was trained and tested using both traveling wave
and non-traveling wave initial data.

The activation function used in simulations in this paper was the hyperbolic tangent
function, which resulted in the machine learning model function

aj(a'ni = E+W1tanh(w2(xjﬁ")3. (11)
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This is a common activation function [50] and is used in several other recent works involving
PDEs [15,19-22,25,43-45].

Figure 2 shows an example plot of the truncation error through the training time using
the trained speed ¢ = 1 and trained A = 1. For larger h values, the method converged to
below the threshold of one-tenth the truncation error value for the finite difference method.
For smaller &, the method is unable to converge below this threshold. For these values, the
model may need to be amended by adding more layers or by using a broader stencil. For
the remaining figures shown in this paper, a step size of 1 = 2.5 is used, which uses a grid
of 16 data points.

10°

Truncation Error
1

1 1.5 2 2.5 3 3.5
Spatial Step Size (h)

Figure 2. Truncation error for the machine learning and finite difference methods at each spatial
step size through training time using trained speed ¢ = 1 and trained A = 1. Blue dashed line with
square markers is the machine learned error with green solid denoting convergence of minimization
algorithm and black outline denoting non-convergence; solid red line with circle markers is the finite
difference error; yellow dotted line with triangle markers is one-tenth the finite difference error.

In Figure 2, the trained scheme significantly outperforms the finite difference method
on coarse grids, but the gains decrease with step size. There is no gain in using this
methodology as i — 0 (nor is any convergence study conducted in the small / limit). The
remainder of the paper considers a fixed model with fixed step size, where the machine-
learned procedure outperforms Fourier collocation and classic finite difference. To decrease
errors beyond those presented, one could consider a convergence study in the number of
layers or the breadth of the layers in the machine learning model. Generally, more layers
in neural networks can provide more accurate approximations [49]; however, the training
cost increases with layer width and depth. The effect of more or broader layers is a future
research avenue.

Figure 3 shows the forward error over time using the trained speed c =1and A =1,
with Figure 3a showing the error through time ¢+ = 3. The forward error of the machine
learned model is less than that of the finite difference method for the entire time interval,
even though the method was only trained on a very small portion of the entire time interval,
as shown in Figure 3b.

3.1. Single Solution Trajectory

When the model was trained on a single solution trajectory, one A, ¢ pair from (10),
the training set was the the first 12 consecutive time steps (tg to f11) of a coarse sampling of
the highly-resolved solution. The model was tested using other initial data (nearby A, c
pairs) and for longer times.
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Figure 3. Forward error over time training and testing on speed ¢ = 1 and A = 1. Red dashed
line is the finite difference error; blue dotted line is the machine learned error. Dark gray vertical
line indicates the end of the training time interval (a) Error through time t = 3. (b) Error through
time t = 0.2.

Discussion

The model was trained on an initial highly-resolved solution set using a non-solitary
wave, with c = 1 and A = 1.5. Figure 4 shows the forward error rates for each c and A that
were trained and tested on. The forward error rate was calculated by taking the logarithm
of the absolute maximum forward error of the machine learning model over the entire time
interval divided by the absolute maximum forward error of the finite difference model
over the time interval. In Figure 4, the solutions with ¢ and A values within the region
surrounded by the solid black lines performed 10 times better than the finite difference
method. From Figure 4a, a range of solutions found by testing on varying c and A values
around the solution that was trained on, which is indicated by the ‘+’, also have lower
forward errors when using the optimal coefficients found during minimization. The
only areas shown where the machine learning model did not outperform finite difference
methods were for most A values used in combination with speeds less than 0.75.

3 : — 1

(b)

Figure 4. Forward error rate plots comparing performance of finite different methods and the machine

“ o

learning model. Model trained using ¢ = 1 and A = 1.5, indicated by “+”. Model tested using ¢ and
A values ranging from 0.25 to 3. Contours indicate initial data where the machine learning model
performs 10 times better than (solid), 2 times better than (dotted), and equivalent to (dashed) finite
difference methods. (a) Maximum forward error rate through training time interval. (b) Maximum

forward error rate through time t = 3.

At time ¢t = 3, the machine learning model continued to outperform finite difference
methods for most A, ¢ pairs plotted in Figure 4b; however, the region of solutions that
performed 10 times better than finite difference methods has essentially become non-
existent. A region of A, c pairs still performed at least two times better than the finite
difference method, as indicated by the dotted contours.
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Figure 5 shows the wave solution at time ¢t = 3 using test valuesc = 1and A = 0.75
comparing the highly-resolved Fourier method, finite difference method, the machine
learning model, and an under-resolved Fourier model. The machine learning model
outperformed both classical methods in predicting the behavior of the wave solution at
a time well beyond the interval it was trained on and on a coarse grid. The approximate
computation time for each method is as follows: 0.352 s for machine-learned; 0.344 s for
finite difference; and 0.037 s for under-resolved Fourier. Several other initial data were
used for training and testing, both on solitary and non-solitary waves, with similar results.

0.2

Solution
<)
=
:

-0.31

0.4 , | | | |
-20 -15 -10 -5 0 5 10 15 20

Space (x)
Figure 5. Time evolution of a wave trained on a non-solitary wave (c = 1 and A = 1.5) and tested
on a different non-solitary wave (c = 1 and A = 0.75). Solution at time ¢ = 3. Solid blue line is the
highly-resolved Fourier; dotted red line with “o” markers is the machine learning model; dotted
yellow line with “x” markers is finite difference; dotted purple line with “A” markers is Fourier on
coarse grid. The machine-learned model relative forward error is 0.1322. The finite difference relative
forward error is 0.3934. The coarse Fourier relative forward error is 0.5663.

It is important to note that the methodology in this paper has been set up so that the
truncation error of the machine learning model will always be less than that of the finite
difference method when the minimization method converges. By the Lax Equivalence
Theorem, the forward error of a method is bounded by the sum of the accumulated
truncation error of that method [2,11,12], e.g.,

n—=1
la—u|l < Y olkudt). (12)
j=0

In (12), ¢ is the maximal growth rate of errors from one step to the next (stable schemes
have ¢ < 1), i is the exact solution, u" is the numerical solution at time t,,, and Tk(fj) is
the truncation error at time ¢;. As a consequence of (12), the forward error of the machine
learning model must be less than the accumulated truncation error of the model, and the
forward error of the finite difference method must be less than the accumulated truncation
error of the finite difference method; however, nothing can be said about the ordering of
the forward error of the two methods. In other words, the methodology does not guarantee
that the forward error of the machine learning model will be less than the forward error
of the finite difference method. That said, the spectrum of the linear operators in all cases
(machine learned model, finite difference, and Fourier) lie exactly on the boundary of
the linear stability region of IMEX2, so the growth rates of truncation errors from step
to step are exactly one (¢ = 1), and there is no difference in the temporal stability of
these schemes. The proof of the Lax Equivalence Theorem uses the triangle inequality, so
in principle there could be more cancellation in one scheme than another. We, however,
observe that the forward error and the accumulated truncation error are matched closely for
all methods. Even though the machine learned model is trained using the truncation error
as the objective function, it effectively also minimizes the forward error (Direct minimization
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of the forward error would be significantly more expensive as it would require running the scheme
(with its matrix inversions) during each evaluation of the objective function in the training).

3.2. Two Sets of Initial Data

In addition to training on a single solution trajectory, we tested models that were
trained on two sets of initial data simultaneously. The results of this training algorithm
presented here used pairs (A, c) = (1,1) and (4, c) = (1,2), so the model is training on two
solitary waves of different speeds. The data from the first seven time steps (g to ) of each
set of solutions were used to train the model. To create the objective function for two sets of
solutions, the truncation error for each is combined to create a multi-objective minimization
problem. The error using each solution is calculated individually then normalized by
dividing by the square of the largest absolute solution from the respective training data
set before being added together to create the objective function. In the steepest descent
algorithm, the threshold is one-tenth of the minimum finite difference truncation error
between the two solutions. This minimization process allows the algorithm to find the
optimal coefficients that minimize both initial sets of data simultaneously.

Discussion

Figure 6 shows the forward error rate plots for training on the two solutions. In
Figure 6a, by training on two initial solutions with different speeds, a larger range of speeds
used in combination with varying A values were able to outperform the finite difference
method by at least 10 times through the training time, as compared to training using only
one solution with one speed, as was performed in Figure 4. As the wave propagates to
time t = 3, there were no areas where the machine learning model outperformed the
finite difference method by 10 times or more, although a majority of (A, ¢) pairs shown in
Figure 6b resulted in a method that outperformed the classical method.

1

(b)

Figure 6. Forward error rate plots comparing performance of finite different methods and the machine
learning model. Model trained using speeds c; = 1 and ¢; = 2 and A = 1, indicated by “+”. Model
tested using ¢ and A values ranging from 0.25 to 3. Contours indicate initial data where the machine
learning model performs 10 times better than (solid), 2 times better than (dotted), and equivalent to
(dashed) finite difference methods. (a) Maximum forward error rate through end of training time
interval. (b) Maximum forward error rate through time t = 3.

A wave solution is shown in Figure 7 at time ¢t = 3, which tests the model using ¢ = 1
and A = 0.75. The model outperformed both the finite difference and under-resolved
Fourier methods in predicting the behavior of the highly-resolved solution.
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Figure 7. Time evolution of a wave trained using c; = 1 and ¢; = 2 and A = 1 and tested on a wave
using ¢ = 1 and A = 0.75. Solution at time t = 3. Solid blue line is the highly-resolved Fourier
collocation method; dotted red line with “o” markers is the machine learning model; dotted yellow
line with “x” markers is the finite difference result; dotted purple line with “A ” markers are a Fourier
collocation on the coarse grid. The machine-learned model relative forward error is 0.0452. The finite
difference relative forward error is 0.1003. The coarse Fourier relative forward error is 0.1444.

The optimal coefficients found by training on the previous two initial data were tested
using two different sets of data, where (A, c) = (1,2.25) and (A4, c) = (1,0.75). Figure 8b
shows the collision of the two solitons as they propagate through space and time using the
machine learned model on a coarse grid. Despite the model not being trained on a collision,
it is still able to pick up on the overall dynamics, displaying the new trajectories of each
wave after the collision occurs. Figure 9 shows the time evolution of the waves, comparing
the machine-learned solution to the highly-resolved Fourier at different times throughout
the interval. The model is a bit slow at picking up the trajectories of the waves, but is able
to recognize the collision between the solitons.

8 8
_6 6
g 2
':4 ':4

N
N

0
-20 -10 0 10 920 -10 0 10
Space (x) Space (x)
(a) (b)

Figure 8. Simulation of a collision between solitons with speeds ¢ = 2.25 and ¢ = 0.75. (a) Highly-
resolved Fourier dynamics. (b) Machine learned dynamics. Coefficients found by training on initial
data (A,c) = (1,1) and (A, c) = (1,2); tested using (A, c) = (1,2.25) and (A, ¢) = (1,0.75).
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Figure 9. The collision of two solitary waves is depicted. The machine learned model was trained
using two single solitary wave trajectories at (A,c) = (1,1) and (A, ¢) = (1,2); the colliding waves in
this test had different amplitudes from the trained trajectories, (A, ¢) = (1,2.25) and (4, ¢) = (1,0.75),
and the training did not include a collision. The solid blue line is the highly-resolved Fourier; the
dotted red line with “0” markers is the machine learning model; the dotted yellow line with “x”
markers is the finite difference result. The solution at time ¢ = 0 is in panel (a), at f = 2 in panel (b),
and at t = 7 in panel (c).

4. Conclusions

In this paper, machine learning was utilized to optimize the coefficients of a numerical
differencing scheme for the KdV equation. This scheme was trained on a coarse grid and
outperformed two classical methods (finite difference and Fourier). Training procedures
using a single solution trajectory and a pair of trajectories were implemented. The model
was tested on a variety of nearby initial data, both solitary and non-solitary trajectories.
A solitary wave collision was also tested. The methodology is expected to be applicable
to other nonlinear wave equations. Future work could include using the forward error as
the objective function instead of the truncation error; however, this will be more expensive
as a matrix inversion will be required for the time-stepping scheme for each iteration in
the steepest descent algorithm. Other future work could include training the model on
non-consecutive time steps by randomly sampling the initial data to obtain the training and
test data sets as has been carried out in several recent works [19,21-23,25,36,37,39]. This
could also include randomly sampling from several initial data sets. Additionally, more
layers could be added to the model. A different activation function could be used, e.g.,
leaky or standard rectified linear unit [15,44—46]. The method also naturally generalizes to
broader stencils.
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