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Modeling and Mitigating Noise and Nuisance
Parameters in Received Signal Strength Positioning

Richard K. Martin, Amanda Sue King, Jason R. Pennington, Ryan W. Thomas, Russell Lenahan, and Cody Lawyer

Abstract—Localization via received signal strength (RSS) is
often employed in cases where the received signal is fairly weak,
either due to distance or due to deliberate covert operation or
interference avoidance. However, most research on source local-
ization via RSS implicitly assumes that the background noise is
negligible, and that parameters of the transmitter and environ-
ment are known. Many commercial chipsets provide per-frame
RSS measurements obtained when demodulating the signal, which
do not include background noise; however, noise can still cause
signal outages. In law enforcement, surveillance, and emergency
situations, RSS may be obtained more crudely, such as by en-
ergy detection, in which case the RSS will include contributions
from the background noise as well. This paper proposes new
probabilistic RSS models that account for background noise in
both types of RSS measurements. We also derive and evaluate
maximum likelihood estimators (MLEs) for these new models, as
well as for differential RSS, which has hitherto not been rigorously
analyzed in the literature. Several of these MLEs are extended to
estimate the transmit power and/or path loss if they are unknown.
The new models are justified by extensive measured data.

Index Terms—Noise floor, nuisance parameters, received signal
strength, source localization.

I. INTRODUCTION

OURCE localization, or geolocation, is the process of

using a Wireless Sensor Network (WSN) to locate and
track the position of a radio emitter [1]-[3]. Geolocation may
be accomplished through Received Signal Strength (RSS),
Angle of Arrival (AOA), Time of Arrival (TOA), and/or Time
Difference of Arrival (TDOA) measurements [4], [S]. Though
each measurement type has its own merits, this paper focuses
on RSS, since we are interested in a large-scale deployment
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using many cheap sensors operating at low power. For com-
parison, AOA requires more complex hardware on each sensor
(such as an antenna array), TOA requires cooperation between
the emitter and sensors for precise timing, and TDOA requires
bandwidth- and power-intensive cross-correlation between
Sensors.

In this paper, we are particularly interested in scenarios where
the background noise must be taken into consideration and sce-
narios where the parameters of the emitter and environment are
unknown to the sensors. Noise may be significant in cases where
the emitter is weak and/or far from the sensors, and the nui-
sance parameters may be unknown when the emitter is owned
and operated by a different entity than the WSN. Both scenarios
often arise in applications in law enforcement, military recon-
naissance, and emergency response.

There are two types of methods by which RSS measurements
can be obtained: cooperative and non-cooperative [6]. In coop-
erative systems, such as cell phone handset geolocation by base
stations, the device to be located may share information and pa-
rameter values with the WSN. In such cases, the reported RSS
is just the signal power, as the digital signal can be demodulated
and segregated from additive noise. In non-cooperative systems,
such as locating emitters in a hostile environment, many prop-
erties of the emitter are unknown. In this case, the RSS may
be determined by energy detection, such as by integrating the
observed Power Spectral Density (PSD). In that case, the PSD
will contain contributions from both the signal and background
noise, and the RSS will be dominated by noise at low Signal
to Noise Ratio (SNR) values. This paper treats these two ap-
proaches distinctly, since the effects of low signal power and
of noise will be different between the two methods. We are
primarily interested in the non-cooperative case, which is well
suited to weak signals and unknown parameter values; however,
the cooperative case is also formalized for comparison.

Most papers on RSS-based positioning largely ignore back-
ground noise and the ensuing range limitations. A notable ex-
ception is [7], which included a range limiting effect for cooper-
ative RSS measurements, though with limited analysis. Non-re-
porting sensors were still included in the localization algorithm,
since a non-report is still informative. However, the model and
algorithm involved an implicit approximation which we will ad-
dress here.

In non-cooperative scenarios, the transmitted power and the
path loss exponent are typically not known a priori. In the lit-
erature, it is popular to omit the transmitted power from the
model by using Differential Received Signal Strength (DRSS),
wherein the original S RSS measurements are differenced to
create S — 1 DRSS measurements. Though this does reduce
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the parameter set, it complicates the probabilistic model, hence
most papers on DRSS ignore probability and focus on geometric
solutions with no guarantee of optimality. In fact, one of our
goals is to show that the use of DRSS is not really a simplifica-
tion when optimal algorithms are compared for both RSS and
DRSS. In [8], a position estimate was obtained by “a weighted
centroid method,” and in [9] positioning was done via a Least
Squares (LS) fit to the intersection of the circles produced by
each distance measurement; neither approach is equivalent to a
Maximum Likelihood Estimator (MLE). In [10], a gradient-de-
scent approach yielded a non-linear LS solution, but the MLE
and Cramer-Rao Lower Bound (CRLB) were not discussed. In
[11], the closed-form LS solution was based on linearizing the
problem; again, the MLE and CRLB were not discussed.

The contributions of this paper are as follows. (i) In
Section II, we propose new probabilistic models to account
for background noise in cooperative and non-cooperative
RSS measurements, and we formalize the probabilistic model
for DRSS (particularly the induced correlation between DRSS
measurements). Experimental data is used to justify the models.
(i1) Given these models, it is natural to derive the MLEs to
estimate the transmitter position and nuisance parameters
(transmitted power and path loss) under each of the models;
this is done in Section III, which also includes a computational
complexity comparison. We also show that our MLE for DRSS
is mathematically equivalent to the LS DRSS algorithm of [10],
[11], though our MLE formulation is computationally cheaper
by about an order of magnitude. (iii) Given these new models
and MLEs, is it natural to ask how the noise affects the Fisher
information and CRLB regarding the position estimation; this
is discussed in Section IV. In particular, we show that even
when the transmit power and path loss are unknown, the MLEs
for RSS and DRSS have comparable complexity and identical
CRLBs, hence DRSS has no inherent advantage over RSS.
(iv) In Section V, we use extensive simulations supported by
some experimental data to quantify the performance of the
proposed MLEs. Thus, the four contributions form a chain of:
new models — new MLEs — theoretical performance analysis
— numerical performance analysis.

Throughout, (- )7, E{-}, and {-) denote matrix transpose,
statistical expectation, and sample average, respectively. A
vector Gaussian distribution is denoted x ~ A (mcan, cov).
Upper and lower case boldface quantities, e.g., J and p, indi-
cate matrices and column vectors, respectively. The matrices 0,
1, I, contain all zeros, all ones, and the identity matrix, respec-
tively; and when it is not clear from the context, they will be
subscripted with their dimensionality. A hat (e.g., &) indicates
an estimate of its argument. Since base-10 and natural logs will
occur frequently, we define eqg = 101og;,(e) ~ 4.343.

II. SYSTEM MODEL

In this section, we discuss the existing, standard RSS model
and describe the layout of the WSN. We then extend the stan-
dard model to include the effects of background noise, with
separate treatment for the cooperative and non-cooperative
cases. Finally, we explicitly state the measurement model for
DRSS.
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A. Standard RSS Model

The transmitted power is o2, or pg = 10log;, 02 in dB, as
measured at a reference distance of dy = 1 m. The transmitted
waveform is (), the noise is n(#) with power 2, and the re-
ceived waveform is

Y(t) = Guxgexgpr ©() * h(t) + n(2). (1

Here, g¢x and g, are the scalar transmitter and receiver antenna
voltage gains (which are random due to non-isotropic antenna
radiation patterns), g, is the deterministic path loss factor, A(%)
models random constructive and destructive self-interference
and shadowing in the multipath channel, n(t) is Additive White
Gaussian Noise (AWGN), and % denotes convolution. In gen-
eral, all of the quantities in (1) except () depend on the sensor
index s, but when it does not affect clarity, this index is omitted.
The remainder of this section discusses the distribution of each
of the gain factors and how they influence the RSS. We go into
more detail than usual because it is necessary to have a solid
model in order to account for the newly incorporated effects of
background noise.

First, consider the deterministic path loss term, which
models attenuation over distance. The WSN consists of S
receiver nodes at known positions (#,. ys), fors = 1,2,.... 5.
The transmitter is at an unknown position (g, yo), hence the
transmitter-to-receiver distance is

ds = /(s = w0)? + (45 — 90)*. )
In linear scale, the path loss effects are given by
o _ power atdy (ds)n

)

Ipt = power at dy do

where 7 is the path loss exponent. In free space, n = 2, but it
may vary due to multipath and shadowing. It may be as large
as 5 in dense urban environments [1], though the authors have
typically seen values in 2 < n < 3, and have observed even
smaller values in indoor environments. In dB scale, the path loss
term becomes

101ogy .012)1 = _77353 4)
d, 2 10logyo(ds/dy), (5)

as shown in the trend line in Fig. 1. The path loss slope and in-
tercept, 17 and pp, may be determined by calibration or included
as nuisance parameters in the position estimation problem. In
Fig. 1, the transmitter and receiver were Sun SPOTs. The SPOTs
were kept in the same orientation for all measurements, so vari-
ations in the transmitter and receiver gains were minimal.

The RSS is the average power of the received signal. If z(t)
has a flat PSD, then

1 .
ﬁ=f/mmmt (6)
5 1
— iy [le®Pdt [P ar
L
+ T_/ |n(t)|* dt (7)
=0, g1+ (9xbmetn) T ®)
N

2

g
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Fig. 1. Modeling the path loss g3,. The upside-down stem plot at the top in-
dicates the standard deviation of all of the RSS measurements at each distance.
The transmitter and receiver orientations were fixed, hence the variation here is
primarily due to shadowing and multipath.
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Fig. 3. Distribution of the channel power gain g2, in linear scale. The data was
obtained by computing statistics of the error in Fig. 1 relative to the linear fit.
Using ¢ = 0.878 in the chi-square distribution leads to a good fit.
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Fig. 2. Histograms of power gain g2, (or g2, ) measured at 700 different orien-
tations, for Sentilla motes and Sun SPOTs.

where T is the total observation time per RSS measurement. For
the remainder of this subsection, we simplify the discussion by
using the assumptions in the standard RSS model; that is, we in-
clude the random fading from g but not the noise from o2 . How-
ever, we will reconsider additive noise in Sections II.B and II.C.

The overall power gain g2 consists of three stochastic fac-
tors, g2,, g2, and g7 ; as well as the deterministic factor ggl. In
dB scale, the overall gain is a sum of these terms, hence its dis-
tribution is a convolution of the three individual distributions
(shifted by the deterministic path loss term).

Regarding g2, and g2, even if antennas are designed to
be roughly isotropic, many will have some variation in gain,
making the gains dependent on the exact transmission angle.
For example, commercially available Sentilla Motes and Sun
SPOTSs have power gains g% with standard deviations of 3.8 dB
and 5.0 dB, respectively, as determined by measuring the gains
at about 700 different orientations. Fig. 2 shows histograms of
these values.
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Fig. 4. Total power gain in dB, from convolving two of the Sun SPOT gain
histograms from Fig. 2 with a Chi-square distribution with & = 1, converted
into dB.

In environments with significant multipath, it is common for
gn to be modeled as a Rayleigh distribution, giving g7 a chi-
square distribution with two degrees of freedom ([12], p. 45).
Fig. 3 shows a fit to this model, obtained by computing statistics
of the error in Fig. 1 relative to the linear fit. Since the sensor
orientations were held constant, the effects of g2, and g2, should
be minimal, so that most of the variation is due to g,. A chi-
square distribution with a value of & just below unity leads to a
good fit.

Ignoring the deterministic path loss term for now, convolving
dB scaled versions of g2, g2, and g yields the total power gain.
An example distribution determined in this fashion is shown in
Fig. 4, where the transmitter and receiver were Sun SPOT sensor
motes, and their measured gain patterns are as in Fig. 2; and the
physical channel power gain was chi-square with & = 2 and
o = 1 (converted into dB scale before the convolution was per-
formed). It is common in the literature to treat the overall gain
as as log-normal (i.e., Gaussian in the dB domain) [1], [3], [13],
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[14], [15]; though [16] examined the gamma distribution and
the combination of a gamma and lognormal as alternatives. The
model from our data in Fig. 4 shows some asymmetry (skew-
ness), and the authors have often seen left-skewness in other
RSS data collections. A Gaussian has no skewness and a pure
gamma distribution shows too much skewness, hence a combi-
nation that is in-between the two is reasonable. However, the
combination gamma-lognormal distribution has potentially 4
unknown parameters (shape and scale for the gamma and mean
and variance for the lognormal), so hereafter we treat the RSS
variations from fading as log-normal as it is a close fit and is
much more analytically tractable.

Putting all of the gain terms together, the path loss term is
deterministic and affects the mean RSS, whereas the remaining
gain terms are stochastic and can be grouped together to form
an approximately Gaussian distribution with an overall standard
deviation of o4p, leading to the standard RSS model

ps = 10logyy 0 )
= 10logyq o2 +101ogyq g1 + 101log, (95 9r91)

(10)

ws ~ N (0,03g) - (11)

This is consistent with the discussion above regarding Fig. 4.
The shadowing levels are typically uncorrelated (with some ex-
ceptions [10], [17]), and the RSS is vectorized as

P=[p1s.-, ps]T ~ N (m,agBI) , (12)
m:[ml,...,mS]T7 (13)
my = po — nds (14)

Typically, c4p ranges from 4 dB to 12 dB, corresponding to un-
cluttered environments to environments with heavy shadowing
[15]. However, as shown in Fig. 4, modest quality sensors can
lead to a ogp of about 9 dB even in a benign channel.

B. Proposed Cooperative RSS Model

After (8), background noise was temporarily ignored. How-
ever, in reality, it leads to range limitations, whether the RSS
measurements are obtained cooperatively or non-cooperatively.
This was implicitly included in the model of [7], which was
implicitly a cooperative model. We formalize the cooperative
model here, based on [7], and the next section proposes the new
non-cooperative model.

Most RSS-based location papers in the literature implicitly
use cooperative measurements, wherein packets are fully de-
modulated, signal is separated from noise, and the chipsets pro-
vide per-frame RSS measurements based on the signal power
only. The hardware that is usually referenced is IEEE 802.11a
wireless LANs [2], [4], [18] or IEEE 802.15.4 sensor networks
[5], [19]. The noise floor comes into play based on the fact that
below some system-dependent SNR, the packets can no longer
be demodulated, and the RSS becomes unavailable. Thus, in dB,
the cooperative RSS is modeled as

Peoop,s = {

Ps Ds Z Tcoop

NaN, P, < Teoop (15)
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Fig. 5. Cooperative RSS data from IEEE 802.11a packets [20].

where 7.q0p 15 the lowest power level at which the packet can
be demodulated, and NaN means “not a number,” i.e., no RSS
value was obtained. The dB power threshold 7.,.p, roughly cor-
responds to a maximum range of [7]

Ao 2 d10P0 ~Teoop)/(107) (16)
though longer ranges are possible due to the positive tail of the
log-normal fading. Except in [7], this truncation effect appears
to be ignored in the literature.

The model in (15) is supported by Fig. 5, which shows cooper-
atively measured RSS data obtained from IEEE 802.11 packets,
downloaded from [20]. Each circle is the average of the 2000
measurements at that distance. The dashed lines at —20 dBm and
—935 dBm indicate the largest and smallest RSS values seen in all
1.7 million data points. As the distance increases, packets falling
below —95 dBm are lost, so in this case, Teqop = —95 dBm.

C. Proposed Non-Cooperative RSS Model

In a non-cooperative system, there will be a noise floor, due
to the fact that even if the gain g2 drops with distance, the power
in (8) will never drop below o2. The noise is often ignored in
the literature, though [21] explicitly included it for acoustic RSS
measurements. In the linear domain, 02 ¢* has a log-normal dis-
tribution and o2 has a chi-square distribution. These two quanti-
ties are independent, so the distribution of their sum (the RSS in
linear scale) is the convolution of their two distributions. How-
ever, performing this convolution and converting to dB scale is
analytically intractable.

A reasonable approximation of the non-cooperative RSS, in-
cluding background noise and shadowing, is to add the means
of the signal and noise in the linear domain,

Puc ™~ ./V. (mnc, O'(ZIBI)
Mnc,s = 10 loglo(loms/l“ + 1()7'nc/1())j

(17)
(18)

where 7, is the average noise power in dB. A similar model
accounting for background noise was given in [22], as

= { ; (19)

mS 2 THC
Mg < Tpe

asymptotes Mg,

Mipe s

THC 7
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Fig. 6. Contours of the PDF of the standard model (12), the true model, and
the proposed approximate model (17), assuming non-cooperative RSS measure-
ment and noise at 7, = —23 dBm. The vertical axis is RSS in dBm.

with the same fading as (17). Note that (19) consists of the
asymptotes of (18). However, we will use (18) in this paper as it
is a better match to our experimental observations. Fig. 6 shows
contours of the standard model without range limits from (12),
the actual model (convolution of log-normal and chi-square,
then converted to dB), and the approximation from (17)—(18).
In each subplot, a vertical cross-section of the contours repre-
sents a Probability Density Function (PDF) of the RSS at that
distance.

Note that the non-cooperative power threshold 7, is different
than the cooperative power threshold 7...p,. That is because
Tne 18 the power of the background noise, whereas Teoop, is the
lowest signal RSS that can be detected in the presence of noise.

The model in (17)—(18) is supported by Fig. 7, which shows
non-cooperative data measured by the authors, with a short-
range scenario in (a) and a long-range scenario in (b). The trans-
mitter was a WARP FPGA board [23] and the receiver was a
WiSpy [24]. The 7, values are so different because the two
tests were conducted about a year apart, using different trans-
mitter and receiver gain settings. The trend lines shown in Fig. 7
were obtained by fitting pg, 7, and 7, in (18).

D. Differential RSS Model

The DRSS is obtained by subtracting pairs of RSS measure-
ments. While there are S(S — 1) possible ordered pairs of RSS
values, the resulting DRSS values could all be obtained from
linear combinations of S — 1 of them. Thus, for simplicity, we
only consider the DRSS measurements
se{l,....5—1}

s = Ps — Ps, (20)

Observe that if background noise is ignored, pg cancels out,

E{g:} @21

(22)

= (po — nds) — (po — nds)
=n- (JS - (_js)',

Tae—— 00
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Fig. 7. Non-cooperative RSS data using a WARP FPGA board [23] as trans-
mitter and a WiSpy [24] as receiver. (a) was a short-range scenario and (b) was
a long-range scenario, since the transmitter and receiver had different gains and
settings between the two tests.

but this does not happen if the background noise is included via
(18) or (19).

Three issues motivate a more rigorous comparison of RSS
and DRSS. First, the vector of DRSS values q is (S — 1) x 1,
whereas the vector of RSS values p is S x 1. Second, even
if the RSS values are uncorrelated, the DRSS values become
correlated, since they all depend on pg:

C, =E{pp"} = oipls. (23)
C,=E{aq"} =03s (Is 1+ 15 1115 1), (29
c,'= oap (Is—1 — STMg 1115 ). (25)

Third, once the background noise is included, py no longer can-
cels out, so forcing it to cancel is an approximation. We will
investigate these three issues in Section IV.B.

The inverse of C, will be used later for the MLE and CRLB
derivations, and it is obtainable via the Sherman-Morrison
formula (which is a special case of the Woodbury formula,
sometimes called the matrix inversion formula or the ABCD
lemma) [25].

III. ALGORITHMS

Section II proposed new stochastic models for cooperatively
measured RSS and non-cooperatively measured RSS. We also
reviewed the previously-proposed DRSS model. In this section,
we derive the MLEs for these three models, defined as [26]

ZMmL = arg max L
z

L=1nf(r|2)

(26)
(27)
where z contains the unknowns and r is the measurement vector
(p for RSS or g for DRSS). In Section III.D, we show that the

MLE for DRSS is mathematically equivalent to but computa-
tionally cheaper than the LS solution for DRSS of [10], [11].

A. Standard RSS and Non-Cooperative RSS

In the standard model of (12), the RSS has a normal distribu-
tion in dB. The only difference in the proposed non-cooperative
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model in (17) is the functional form of the mean. Thus, both
cases share a similar form for the MLE, given generically by
([26], p-254)

(28)
(29)

p~N (m(z)v 0(21131)
Zmr, = arg mzin lp — m(z)]

The measured RSS vector is p and the mean vector m is from
(13) for the standard case or from (18) for the non-cooperative
case.

Equation (28) can be solved via Newton-Raphson or other
search procedures, but for simplicity we assume a 2D grid
search over (g, yo). However, notice that in the standard
model, py and 7 appear linearly in m. Thus, for each candi-
date position guess (Zg, §p ), the estimates of py and 7 can be
computed in closed form ([26], p.223), [27], though they will
be dependent on (g, §y ). By differentiating the log-likelihood
of (28) with respect to pg and 7, setting the results to zero and
solving (details omitted to save space), we obtain

m N l(ﬁs(i‘i,ﬂo)) @y»}] {

- <ds(i“os’§0)
where (-) denotes an average over s. The resulting distri-
bution without nuisance parameters is sometimes called the
concentrated likelihood or the profile likelihood, which reduces

(29) to
1 [

where pg and 7 are as in (30). Thus, the overall approach is
to perform a 2D grid search over (zg, o), use (30) to estimate
(po,n) at each grid point, and pick the grid point satisfying (29),
as in ([26], p.257), [27]. The resolution of the grid will poten-
tially limit the quality of the solution, though we have not ob-
served this to be a significant problem.

However, in the new non-cooperative RSS model, pg and 7 no
longer appear linearly in m. Thus, if they are unknown, solving
for them requires a grid search for optimality ([26], p.177), or a
Newton-Raphson (or similar) search procedure.

o) }

(30)

(Lo, 99) = arg d{niyn
Zg,Yo

(€2))

B. Cooperative RSS

Based on (15), the distribution of cooperative RSS is contin-
uous above 7..op, and discrete for p = NaN. This was dealt with
incorrectly in [7], which combined contributions to the log-like-
lihood function from both a probability density and from prob-
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abilities. Casting the resulting MLE in our notation and setting
z = [zo,yo]? yields

Zyr = arg min L (32)
1 2
L= 207, Z [ps — ms(2z)]
s:ps#NaN
- Y me (—m“(z) — TP) (33)
s:ps=NaN 7

To avoid the use of a mixed distribution and the resulting im-
proper MLE formulation, note that the RSS is typically quan-
tized, such as to the nearest integer value. Thus, we can use a
fully discrete distribution for cooperative RSS, as quantized to
values in the set {pr = puin + kA }, [see (34) and (35) shown
at the bottom of the page]. The Z that maximizes either I or £
must be computed numerically; again, we favor a 2D grid search
for simplicity of presentation.

Observe that integrating a PDF across unit-width bins will
convert its values to probabilities, and that the heights of sam-
ples of the PDF are often good approximations to these probabil-
ities. Thus, the approach in [7] could be viewed as an approx-
imation to the true MLE. In fact, for most realistic parameter
values, the Root Mean Squared Error (RMSE) values of the ap-
proximate MLE and the true MLE are almost identical (within
2% or less). Thus, in Section V we will not make a further dis-
tinction between our cooperative MLE and that of [7]. However,
this section is primarily included in this paper for comparison,
since we are more interested in the non-cooperative case.

C. MLE for DRSS

The DRSS measurements are correlated, so

q~ N(E{q},C,) (36)

ZyL = arg mzill(q —E{q})"C, (a — E{q}) (37)
= argmin(S - [|q — E{a}||® - [(a - E{a})"1]%)

(38)

E{QG} = 7TL11C,S(Z) - TTLHC,S(Z)7 (39)

with Cq’1 from (25). Again, (38) could be minimized by a va-
riety of methods, and we use a 2D grid search over (xg, yg) for
simplicity of presentation here.

The LS solutions in [10], [11] were similar to (37) but with
C, ' omitted, and [10] summed over all S(S — 1)/2 DRSS
redundant values rather than just the § — 1 linearly indepen-

dent measurements. However, as will be shown in Section II1.D,

S
L=1In H Plps | 2]
s=1

Plp, = pi | 7]

Q(M 0
1*63(%

(34

(‘n/cfm,,5 (z)-‘,—A/Q)

Pk Z Tcoop
(35)
). pi = NaN
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the LS and MLE approaches lead to mathematically equivalent
solutions, though the LS implementation is considerably more
computationally expensive.

The benefit of DRSS is that in the absence of background
noise, pg cancels out of the model. However, in the presence of
background noise, it does not. Thus, DRSS implicitly requires
one to use the standard model that ignores noise. Assuming that
this is done, we can ignore py and estimate 7 similarly to (30).
This involves differentiating the log-likelihood of (36) with re-
spect to 7, setting the results to zero, and solving, all as a func-
tion of the candidate position guess (&g, 4o ). This results in

= {gs){ds — ds) — {gs(ds — ds))
((ds — ds)?) — (ds — ds)?

where the sample averages are over 1 < s < § — 1 and each d,
is a function of the tentative grid points of (Zq, Jo ).

(40)

D. Equivalence of DRSS Algorithms

In this section, we prove that the LS DRSS algorithm in [10],
[11] is mathematically equivalent to our MLE algorithm for
DRSS. We then list the computational complexity for all algo-
rithms in this section, and in particular we note that the com-
plexity of the direct MLE implementation for DRSS is much
less than that of the LS implementation. To clarify, it is well-
known that the MLE for a signal in the presence of additive
Gaussian noise leads to a non-linear LS solution [26], but that
equivalence is not what we are demonstrating. Rather, we are
showing that the MLE using S — 1 non-redundant DRSS mea-
surements with all correlation terms accounted for is equivalent
to the LS solution of [10], [11] which uses all S{S—1)/2 redun-
dant RSS measurements but does not account for the correlation
between measurements.

The LS DRSS solution from [10], [11] can be written as

ZML = arg max L£1g (41)

Lis = ZA%I (42)
k<i

Apt = (pe — 1) — Edpr — 1} (43)

= (px —p) — n(dy — dy). (44)

Noting that A7, = A} ; and that A7 , = 0, we can extend the
double summation over all £ and / as

s
1
Lrs = 3 Z AL

(45)
k=1
Noting that Ak,l = Ak-,S — Al,Sa
s
1
Lis = 5 Z (A7 s+ Afs —2A; sAss) (46)
k=1
g5 g8 s
= 5 AZ,S+§ZAIZ,S_ Z A]c,SAl,S
k=1 =1 ki=1
(47)
s s 2
=9 Z A2 o — (Z Ak,s) (48)
k=1 k=1
= LMLE (49)
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TABLE I
COMPUTATIONAL COMPLEXITY PER (¢, #o) GRID POINT. S IS THE TOTAL
NUMBER OF SENSORS AND 2\ IS THE NUMBER THAT REPORT “NAN” IN THE
COOPERATIVE CASE. FOR pgy AND 3}, K/U INDICATE WHETHER THEY CAN BE
CONSIDERED KNOWN OR UNKNOWN. “LEQ” COUNTS LOG, EXPONENTIAL, OR
Q-FUNCTION CALLS

algorithm [po n] x [ £ [=+] LEQ
standard RSS | k'u k| 4§ 6S 0 S

ku u| 6S 8S 0 S
non-coop. k k| 58S 6S S 28
cooperative k k| 45 |95-N | 0 | 45—-N
apprx.coop.[7] | k k| 4S 48 025+N
LSDRSS[11] ] u k[3S5*] 357 o S
MLE DRSS u k| 48 65 0 S

u ul 65 95 0 S

where the last line refers to the cost function within (38). Thus,
for DRSS, the LS and MLE cost functions are the same.

The computational complexity of the algorithms in this sec-
tion is listed in Table 1. The table assumes the use of the most
efficient implementation we could produce. Only the highest
order terms are shown in Table I, but including second-order
terms, the LS DRSS algorithm requires %S 24 %S multiplies,
whereas the MLE DRSS implementation only uses 45 multi-
plies (all per grid point). For S = 75, for example, the direct
MLE implementation is about 10 times cheaper.

IV. INFORMATION ANALYSIS

In this section, we first analyze the loss in Fisher information
due to the noise floor, for both the new cooperative and non-co-
operative models, with the goal of showing that the noise ex-
plicitly provides a range limitation, allowing for an infinite grid
analysis that is not possible when using the standard model. The
point of an infinite grid model is to assess performance indepen-
dent of the exact number and geometry of sensors, which yields
simple formulas showing the effect of the sensor spacing. Next,
we show that the CRLBs for RSS and DRSS are identical in the
absence of noise, but differ very slightly when noise is included.
This reinforces our unorthodox belief that DRSS is inherently
no better or worse than RSS (in terms of analytic simplicity,
computational complexity, and performance), even when pg is
unknown.

The tools we use in this section are the Fisher Information
Matrix (FIM) and its inverse, the CRLB. The FIM is a measure
of how much information an observation vector r (set to p or q
later in this section) contains about a parameter vector z that is
to be estimated. The CRLB is a lower bound on the covariance
of any unbiased estimator of z. The FIM, J, and the CRLB, J !,
are given by

L= f(r|z), (50)
aL oL
COV[z] > J L (52)

Ifr ~ N(E{r}, COV|[r]), as is the case in this paper, then [26]

J=G*(COoV[r]) 'G,
G =V, E{r"}.

(53)
(54)
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A. Information Degradation by Noise

The effects of the range limits of the previous section will
cause a loss of information in the WSN. In this section, we quan-
tify this. While the unknowns are zg and gy, all of the informa-
tion provided by p, is available in the distance d,. Thus, for
simplicity, in this section we will first consider the information
about the scalar d, contained in the scalar p,, though later we
will consider the overall information on positioning accuracy.

By (53), the Fisher information about d, contained in an RSS
observation py is

1 Hma ?
J,e(ps|ds):a_2(8d ) '

Depending on whether we use the RSS model of (12), (15), or
(17), the bound will change. For the standard model of (12) and
the non-cooperative model of (17), all that changes is the mean.
In the cooperative case of (15), we can use the Modified CRLB
(MCRLB) [28] to approximate the CRLB, with a potentially
looser bound. In the MCRLB, a modified Fisher information is
obtained by conditioning on and later averaging over unknown
nuisance parameters. In our case, we will treat random outages
(occurrences of “NaN”) as a nuisance parameter. From (15), the
probability of an outage is

(55)

P[outage] = Q((pﬂ - 77d§ - Tcoop)/g)7 (56)
where the Q function (( -) is the integral of a unit Gaussian
above its argument. When there is no outage, the Fisher in-
formation is identical to that of the standard case; and when
there is an outage, there is no Fisher information conveyed. (In
Shannon’s sense, there is information, insofar as we suspect the
distance is large when there are outages; but the Fisher infor-
mation only deals with the local curvature of the log-likelihood
([5], p-62).) Thus, the Fisher information for the three cases can

be shown to be

2

g, = ("6‘”3) oy, (57)
od,
L, _ standard

o 1- Q(@O /?0 nd —ZTCOOP)/O'), CooD. (58)
(W) ) non—coop.

with .J, in units of meters 2. Alternatively, to avoid use of the
MCRLB for the cooperative case, one could differentiate the
quantized RSS from (35), similar to [13] which used “connec-
tivity,” which was a binary quantized RSS.

Even without background noise, the utility of RSS measure-
ments drops with distance. However, when including the effects
of noise, the drop off is much more drastic beyond the cut-off re-
gion. Specifically, the Fisher information of the standard model
is further degraded by factor s that drops monotonically from
one to zero as the distance ranges from zero to infinity. Fig. 8(a)
shows the RSS and Fig. 8(b) shows the corresponding Fisher
information (rather, its square root, in meters ~!). These plots
used 5 = 2, 0 = 4 dB, pp = 0 dBm, 7eop = —30 dBm, and
Tne = —30 dBm.
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Fig. 8. The effects of modeling a noise floor in the RSS. In (a), the cooperative
model is identical to the standard model above —30 dBm, but then it gradually
disappears due to random outages.

Now we return to the full positioning problem. For purposes
of gaining intuition, consider an infinite grid of sensors, in con-
centric rings about the true source location. The spacing be-
tween rings is A meters, with approximately the same spacing
between sensors on each ring. (This is an approximation of a
regularly spaced grid with one sensor per A? meters?.) Refer-

ring to (54),
o T
=Z—m
GT = [‘)50 T] = -y [
=—m

9o

(59)

d

=T
52;d ]

Applying (53) and noting that %
— cos 5, we have

_ (7neaB\?
Jsta,ndard -
a

y . d, 2 cos?d,, 0
0, S, d 2 sin 6,

o ad.,
= sinf, and By

] (60)

We can replace the sum over s by a dual sum, first around
each ring and then over the rings. Per ring, there are Nying =
27 dying /A sensors, and the sum of the sin? and cos? terms be-
come Nying/2. Thus,

—1
ring 12

Neqn ) 2w
a

Jstandard ~ <

> d

lingi
<77\/_f’dB) Z 1,

The harmonic series Y, i ! diverges, hence an infinite grid
analysis is not possible in the standard case. However, if we
consider the effects of the noise floor in the non-cooperative
case, the sums in (60) and (61) get additional factors of «; as
in (57):

A

(61)

1
oA z Z—.oz

i=1

2 oo
Vs ) o (62)

Jnoncoop ~ (
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As we are concerned with limiting effects, consider large dis-
tances. Observe that

10™ s/10
ol = [0 /10 £ Tome /0 (63)
e 1o/t (Po—Tac)/10 , j—7
A Ve = png =0 T d T (64)

margin

though at finite distances, it is smaller than this. The first factor
is the margin between py and the noise floor, converted to linear
scale. Applying this to (62),

N
W/ Teqpmargin )

GATH (63)

&S]
§ ,[:71721]]:2.

Jnoncoop = (
=1

Now the summation is the P-series, also called the Riemann Zeta
function [29], which converges for all > 0. For ; = 1 (at the
very low end of typical numbers), the summation is ~21.202, and
it drops monotonically to one as 7 increases. Thus, the square
root of the CRLB (in order to get units of distance) is

COV { ’V “ } \/Jnon(‘oop ~ %IQ.

(66)

This formula is useful because it gives an idea of how the sensor
spacing A affects positioning performance in a very large grid,
with no geometric terms left in the result.

In the cooperative case, the sums in (60) and (61) again get
additional factors of «; as in (62):

/]\/—(de 1 coo
.](,oop ( ()'A > Z /I—,(y, I)IQ_

i=1

(67)

It is fairly easy to bound the summation in (67) to prove that
it converges. However, the authors have not been able to find a
bound that is tight enough to provide any meaningful intuition.

B. Information in RSS vs. DRSS

Recall that DRSS introduces measurement correlation and in-
volves S — 1 observations rather than .S, which suggests pos-
sible performance differences between RSS and DRSS. Here,
we show that when background noise is ignored the CRLB on
(20, yo) is identical for RSS and DRSS, and when including
background noise, DRSS does induce a small loss of informa-
tion, which vanishes as § — oo. This all holds whether 7 is
known or not.

A similar comparison was developed in [14]. The distinction
is that [ 14] assumes that only (¢, yo ) are unknown and that py is
precalibrated for RSS but unknown for DRSS, whereas we con-
sider (29, Yo, po) to all be unknown for both measurement types.
Thus, under the assumptions of [14], CRLBgrss < CRLBpgss
(with equality in very special geometries); whereas we show
that when (xq, yo, po) are all unknown in both RSS and DRSS
scenarios, the 2 X 2 (&, yo) submatrices of the full CRLBs are
equal for all geometries. Moreover, we extend the analysis to
our new model and include 7 as an additional unknown in both
cases.
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Let the potential unknowns be
zZ = [$U7y037}7P0]T' (68)
It will be useful to define the scalar
M, s
s = : 69
“ Iy (69)

which is given by (58). Notably, it is unity when background
noise is ignored (7 — —o0). The resulting FIM for RSS is a
generalization of the well-known bound for the noiseless case,

J=0iG"G (70)
GTév E{p"} = [g81.82,....8s] (71)
T
caB”n Can] 5
8s é’YG a2 (517; .’IIO) e (gi _yo)’_d*’l ’

with v, being the only new addition thus far.

For DRSS, we will treat the observations as the (S — 1) x 1
vector ¢ rather than the S x 1 vector p. In the absence of noise,
we can (and in fact, must) omit py from z. The gradient matrix
G, is now slightly different,

GI'2v,E{q"} (72)
= [g] — 85,85 — 85,851 — 85]
T
CaB" Pd1377 >
g/q é d2 (:Ls 0) ( - y0)7 —d

Note that g’ indicates that the last element of g, was dropped.
On the other hand, in the presence of noise, we cannot drop the
dependence on py, since it does not cancel out in (21).

ch,q:[gl_g57g2_g57'~'7g571_gs] (73)
T
€dB7 €daB” =
gs 2, 72 (w5 — wo), T(ye — ), —ds, 1

Either G4 or Gy 4 is then inserted into (53), along with the

correlation matrix of q from (25), yielding

Jars = 045Gy (g1 = 5 M5 1115 11) G (74)
The CRLBs for RSS and DRSS are obtained by inverting (70)
and (74), respectively. Though it is not obvious by inspection,
the CRLB on [z, %o, ] for RSS (which is the top-left 3 x 3
submatrix of J~1) is identical to J .. if and only if noise is
ignored (1 — —o0). Proving this is the subject of the remainder
of this subsection.

Since all CRLBs in this paper are proportional to O'(QIB, in
this section we will omit it for notational simplicity. Ultimately,
we are interested in the top-left 3 x 3 portion of J~*, since the
noiseless bound for DRSS does not depend on pg and thus its
CRLB will only be 3 x 3. In the noiseless case, v, = 1. Parti-
tioning G and thus J for this case,

A1
_[ATA +ccT a+e
J—[ al +¢T g (76)
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where A € R(5"1%3 and ¢ € R**! contain appropriate ele-
ments of G, and a = AT1. Using the Sherman-Morrison for-
mula (a.k.a. the matrix inversion lemma) [26], the CRLB on
[0, Yo, 7] for RSS is

[J’1]1:;3’1:3 =[(ATA+cch)—(a+c)S Ha+)T] L.
(77)

The goal now is to show that the full 3 x 3 CRLB for DRSS is
equivalent to (77).

Now note that the gradient matrix for DRSS is obtained from
that of RSS via

G, =G(1:5-1,1:3)-15-11G(S5,1:3)
=A—1c”.

(78)
(79)

That expands the FIM in (74) to

Jdrss
=[A" —el"](Is 1 — S "1 1115 ;1) [A — 1]
=ATA —ac’ —cal + (S - 1)ec”
~ 85 a—(5-1c)a—(S— 1))
=ATA —ac’ —cal + (S - 1)ec”
~ 8 ' a+c— Sc)(atc— Se)”

=ATAtcc —S Hate)ate) (80)

Inverting (80) yields (77). Thus, the top-left 3 x 3 submatrix of
the CRLB on [zg, 3o, 1] based on RSS measurements is identical
to the full 3 x 3 CRLB on [zg, yo, 7] based on DRSS measure-
ments. In other words, no information is lost when compressing
from S uncorrelated RSS measurements to S — 1 correlated
DRSS measurements. It is also of note that the derivations above
are essentially unchanged if n is considered known.

Now reconsider the noisy case, wherein v, < 1. Now both
FIMs are 4 x 4, since py does not cancel out. We revise the
partitioning to

B
G| 4

where B and d are analogous to A and ¢ from (75), but now
include an additional column of (3. Since both FIMs are 4 x 4,
we don’t need to extractany 3 X 3 submatrices and can compare
the two FIMs directly. The full FIM for RSS is

}? G,=B-1d". (81)

Js = GG =B"B +d"d. (82)

The FIM for DRSS parallels (80) with A — B andc — d,
hence

Jars = (BTB+dd") + (-5 (b + d)(b +d)7)
=G"G - HGT11"G)
——— g

(83)

where b = BT1 and E is an error term that vanishes as S — 0o.
Since we are subtracting a symmetric rank-one error term from
J.ss, again by the Sherman-Morrison formula,

., GM1TGHT
Jt b
S -1TGG'T1

Jl =

drss

(84)
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Fig. 9. RMSE of standard and cooperative MLE when the data was generated
via the cooperative model. Both algorithms were given pg and 1.

where G is the left pseudo-inverse of G. Equation (84) can
be shown to have non-negative diagonal elements. Also, since
tr[AB] = tr[BA], it can be shown that the trace increases by

g 17GHTGT

11 _
tr [J wl =17 I-GGH1’

drss (85)
which is non-negative. Thus, the CRLB for DRSS is greater than
that of RSS when background noise is accounted for, though
perhaps not by much. This will be quantified in Section V.D.

V. NUMERICAL RMSE AND CRLB EVALUATION

This section compares the new algorithms to existing
methods, with a focus on determining the effects of the
new models and unknown nuisance parameter values. In
Sections V.A and V.B, we evaluate the performance of the MLE
algorithms based on the new cooperative and non-cooperative
RSS models, respectively. Their RMSE is compared to that
of the MLE designed for a standard RSS model, when the
actual simulated data is generated based on the new models.
Section V.C shows the performance using measured non-co-
operative data (all other subsections use simulated data). In
Section V.D, we numerically evaluate the RMSE and CRLB for
DRSS, when py and 77 are unknown. Throughout this section,
unless otherwise noted, py = 10 dBm, = 2, o4 = 6 dB,
and S = 129 sensors (chosen since it leads to a convenient
geometry as shown in Fig. 9). The noise levels Tcoop and Ty
will be specified in each subsection, usually via the “margin”
between pg and 7 in the axes of each figure. The resolution for
all grid searches is 0.5 m.

A. Cooperative RSS Simulations

Fig. 9 compares the performance of MLEs for the standard
and cooperative model, with the data generated according to the
cooperative model. The only difference between the MLEs is
that the algorithm for the cooperative case exploits the lack of
reports (represented as “NaNs”) from sensors that could not de-
modulate the signal. Results are shown for two different trans-
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Fig. 10. RMSE of standard and non-cooperative MLE when the data was gen-
erated via the non-cooperative model. Both algorithms were given po and .

mitter placements, done one at a time. The horizontal axis in-
dicates the margin between the transmitted power py and the
threshold 7.0, below which the signal is not observed.

It is known that RSS measurements induce a bias in position
estimates [30]. This may explain why the standard MLE some-
times does unexpectedly well, as when there is a poor model or
inadequate data, the estimators appear to be biased, as indicated
by the CRLB violations for low margins. This is also why the
standard MLE appears to outperform the cooperative MLE at
low margins, since at low margins the algorithm will guess near
the origin by default, which happens to be the correct answer
in one of our two scenarios. The authors have seen this effect
many times in a variety of RSS localization scenarios, so bias
should always be examined before interpreting results. On the
other hand, for an asymmetric placement of the transmitter at
zg = yo = 15 m, the exploitation of the NaN values by the co-
operative MLE leads to a performance improvement. The stan-
dard MLE does well for margins of 15-20 dB because in that
range, the only in-range sensors are roughly symmetric about
the transmitter location, which relates to the bias issue noted
above.

B. Non-Cooperative RSS Simulations

Fig. 10 compares the performance of MLEs for the standard
and non-cooperative model, with the data generated according
to the non-cooperative model. Again, results are shown for two
different transmitter placements, done one at a time; and the hor-
izontal axis indicates the margin between the transmitted power
po and the threshold 7,,.. Here, 7y, is the amount of noise power
that is included in the RSS, in addition to whatever power is re-
ceived from the transmitter.

Again, the effects of symmetry are evident in the results for
zg = yo = 0. The symmetry appears to bias the standard MLE
towards (0, 0), so it performs unusually well when the trans-
mitter happens to be near (0, 0) and unusually poorly otherwise,
indicating that the improper standard model decreases the es-
timator’s robustness. On the other hand, the cooperative MLE
performs consistently regardless of the transmitter placement,
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Fig. 11. Position estimates from measured non-cooperative RSS data. The lines
connect each true transmitter position to the two position estimates from the
standard MLE and the new non-cooperative MLE.

with a graceful degradation as the noise increases (margin de-
creases). The bias in the standard MLE is the reason it violates
the CRLB.

Note that for both the cooperative and non-cooperative cases,
performance distinctions are only evident for margins below 35
dB. However, as this paper focuses on locating weak emitters
that may be far from many of the sensors, the case of low mar-
gins is exactly what we are interested in.

C. Non-Cooperative RSS Measurements

In this section, we present experimental localization perfor-
mance for non-cooperative RSS measurements. The transmitter
was a WARP FPGA board operating in the 2.4 GHz ISM band,
and the receiver was a WiPry device connected to an [Pod touch.
As shown in Fig. 11, there were 16 sensors in a 4 X 4 grid,
with 6.1 m between grid points. The transmitter was placed at
30 locations, and at each location, the position was estimated
with both the standard MLE and the MLE based on the new
non-cooperative model. Since the test area was a soccer field,
we assumed 77 = 2, and the values of py = —15.6 dBm and
Tne = —33.8 dBm were measured directly. The resulting RMSE
was 10.73 m for the standard MLE and 5.30 m for the proposed
non-cooperative MLE.

D. Simulations With Unknown Values of py and 1

This section considers unknown pg and 7. As such, DRSS
methods should do well. A non-cooperative RSS model was
assumed, though with a very low noise floor of 7, = —50 dBm.

Figs. 12 and 13 show the RMSE performance for several sets
of algorithms: (i) standard MLE, MLE-DRSS, and LS-DRSS
[11], all with known #; (ii) standard MLE and MLE-DRSS, with
7 estimated; (iii) LS-DRSS [11] with an incorrect value of 17, off
by 4+0.5; and (iv) LS-DRSS [11] with an incorrect value of i, off
by —0.5. Performance of all methods in a group was effectively
identical, since the noise floor was set so low here. In all cases,
po was unknown, and it was estimated by the standard MLE
via (30). These results suggest that using a slightly incorrect
value of 77 causes the LS-DRSS performance to be less reliable.
Most of the time its performance degrades, though occasionally
it improves.
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Fig. 14 shows a numerical comparison of the CRLB of RSS
and DRSS, as derived in Section IV.B. The sensor geometry is a
fixed coverage area but increasing density with random sensor
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placement. The noise level was 7, = —20 dBm. The upper and
lower curves show the CRLB when the noise term =, is and is
not included, respectively. The separation of the RSS and DRSS
curves is very minor, and it disappears for large S. These results
match the theoretical analysis in Section IV.B.

VI. CONCLUSION

This paper proposed new RSS models to account for the
effects of weak signals and background noise, with particular
attention on the non-cooperative case wherein little is known
about the transmitted signal. These models were supported
by extensive measured data. We also examined methods for
mitigating nuisance parameters (transmit power and path loss),
either by extending the MLEs to include them, or by using
DRSS. The new models and algorithms were all rigorously
analyzed to determine the effects of the models on the Fisher
information content, and thus on the CRLB for positioning.

The impact of this work is that non-cooperative signals can
be localized more accurately, based on the new models and as-
sociated algorithms. Partly this is due to reformulating the RSS
model to account for noise, and partly this is because nuisance
parameters are now dealt with rigorously. In practice, the trans-
mitted power and path loss are not known in advance, and they
are particularly difficult to obtain in non-cooperative source lo-
calization. The path loss parameter is now included in all of the
MLEs whenever analytically tractable (as opposed to most ex-
isting work). The transmitted power was also included in the
MLEs, but we also gave DRSS (which removes that parameter)
a more rigorous treatment, and developed a much more compu-
tationally efficient estimation algorithm for DRSS.
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