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Abstract

The research presented here focuses on applying the Correlation-Based Anomaly Detection (CBAD) process to a Microcontroller Unit (MCU) representative of the microcontrollers found in embedded systems as a means of either detecting an anomalous behavior, or verifying that the device is behaving normally. This research utilizes a previously developed method to collect Unintentional Radio Frequency (RF) Emissions (UREs) from $N_D = 5$ Texas Instruments MSP430F5529 MCUs from two different manufacturing lots. Once captured, the time domain signals are processed and used as one of two inputs into the CBAD algorithm. The second input is a SNR$_A$ dependent reference signal generated based on the collection of $N_{trng} = 500$ signals from two of the devices, one from each manufacturing lot. The output of the CBAD process is a correlation statistic $z_v$, which is compared with a detection threshold $t_v$ that varies with SNR$_A$ to determine whether the input signal is running the Anomalous or Normal Advanced Encryption Standard (AES) program.

Performance for the CBAD process was evaluated using Receiver Operating Characteristic (ROC) curves against an arbitrary benchmark of Equal Error Rate (EER) of EER $\leq 10\%$, or equivalently a False Anomaly Detection Rate (FADR) of FADR $\leq 10\%$ while maintaining a False Normal Verification Rate (FNVR) of FNVR $\leq 10\%$, consistent with previous Air Force Institute of Technology (AFIT) research. When comparing an unknown signal from a particular manufacturing lot to a reference signal from the same lot, the benchmarks were met in all cases when the analysis Signal-to-Noise Ratio SNR$_A \geq 0$dB. Conversely, when comparing an unknown signal from a particular manufacturing lot to a reference signal from a different lot, the benchmarks were not met for any investigated SNR$_A$. 
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I. Introduction

This chapter introduces the research topic by providing the motivation for performing the research and describing the approach taken to achieve the research goals. Section 1.1 discusses the prevalence and vulnerabilities of Microcontroller Unit (MCU) dependent systems in both military and civilian environments. Section 1.2 proposes using the Correlation-Based Anomaly Detection (CBAD) process developed by Stone to detect malicious Software (SW) running on a MCU [81]. Section 1.3 outlines the research contributions of this work, and how it differs from previous and current research. Section 1.4 outlines the remaining chapters of this document.

1.1 Motivation

Most people in today’s society own a personal computer, but few people realize that personal computers are a minority in the overall number of computers in the world. The majority of computing platforms fall into the classification of embedded systems, which are responsible for running the systems in your car, home appliances, television remote, and many more everyday items [48]. Figure 1 shows several more examples of how embedded systems control the devices in our everyday lives, but is far from all-inclusive.

In addition to the everyday items listed above, embedded systems also control vitally important systems, such as military smart card and datalink encryption, avionics systems in airplanes, and Supervisory Control and Data Acquisition (SCADA) net-
works in Industrial Control Systems (ICSs) that are used in power plants, water plants and other crucial services. If any of these systems were to fail or become compromised, it could result in substantial damage costs, military mission failure, or even death.

Modern embedded systems are often based on microcontrollers, or MCUs, which by some accounts make up approximately half of all Central Processing Units (CPUs) sales in the world [54]. Microcontrollers differ from general microprocessors in that they come with peripherals, such as on-board Random Access Memory (RAM) and Read-Only Memory (ROM) and are used to perform single specific tasks, whereas microprocessors do not come packaged with any peripherals and are used in applications with multiple unspecific tasks. With the increased use of embedded systems and MCUs comes an increased risk of cyber attack due to software and hardware vulnerabilities. These attacks are especially concerning when they impact critical infrastructure or when targeting key functions such as data encryption.
1.1.1 Software-based Vulnerabilities.

Experts at McAfee, a well-known cyber defense organization, believe that as our critical infrastructure becomes more Internet-facing, cyber attacks against ICSs become more likely [58]. McAfee also notes that some of these systems use no more than the default login credentials for protection. Vulnerabilities such as these make it much easier for potential adversaries to gain access to critical infrastructure systems.

There are several examples of high-profile attacks against ICSs in recent history, such as STUXNET in 2010 [1], an attack against a German steel mill [5], and the most recent publicized attack in 2015 which caused a power outage in Ukraine [32]. A survey was performed by the Aspen Institute polled Information Technology (IT) and security professionals with an average 12 years of security experience, representing 625 critical infrastructure organizations and found that 48% of respondents believe a cyber attack will take down critical infrastructure with potential loss of life [2].

In 2003 and 2013, a Presidential Directive [10] and Executive Order [66], respectively, were issued to prioritize defense of these critical assets. However, despite efforts to protect ICSs they remain vulnerable. In 2015, the ICS Cyber Emergency Response Team (ICS-CERT) responded to 295 reported incidents involving critical infrastructure in the United States (US), with about half of the attacks occurring against the critical manufacturing and energy categories [45]. The number of attacks is likely higher, since operators may choose not to disclose incidents to ICS-CERT.

MCUs and embedded systems responsible for monitoring or operating numerous peripherals within an ICS facility may introduce cyber attack risks. It has been shown that an attacker can mimic a firmware update, and remotely program a microcontroller with malicious code [92]. Because microcontrollers do not typically run Anti-Virus (AV) SW or Host-Based Intrusion Detection System (HIDS), it is imperative to determine a non-destructive method that can detect attacks or anomalies
in real time. Additionally, network security hardware such as firewalls and Network Intrusion Detection System (NIDS) are likely not configured to focus on SCADA/ICS specific attacks. Early detection of a zero-day attack may help minimize damage to the system and prevent a catastrophic failure.

1.1.2 Hardware-based Vulnerabilities.

Microcontrollers can also be susceptible to Hardware (HW)-based attacks, which include counterfeit parts and HW trojans. Since the 1960s, more Integrated Circuit (IC) device manufacturers have been outsourcing the fabrication of semiconductor devices to Taiwan, China, and other countries where fabrication efforts are less expensive [1]. Outsourcing the manufacturing of semiconductor devices introduces the possibility of these nations embedding malicious HW trojans into the IC or selling counterfeit devices which can fail prematurely or not meet design specifications. In fact, it is estimated that 10.0% of electronic parts in use are counterfeit substitutions, resulting in immediate market losses of about $200B USD [63].

The defense agency, Defense Advanced Research Projects Agency (DARPA), has been investigating methods to combat counterfeit devices with the Supply Chain Hardware Integrity for Electronics Defense (SHIELD) and TRUST in ICs programs. The SHIELD program implements passive, un-powered sensors capable of detecting attempts to image, de-solder or de-lid an IC [7]. The DARPA TRUST in ICs program attempts to develop technologies which will ensure the trust of ICs used in military systems that are fabricated in untrusted conditions [8].

1.1.3 Encryption as Vulnerable Process.

Encryption is used to secure communication channels by obfuscating the original message in such a way that if intercepted, an attacker will be unable to decipher the
message without the secret key. Sound encryption processes are key in everything from securing national secrets to protecting citizens from theft. It is critical that programs and devices processing sensitive information employ effective means of data encryption.

In 2002, National Institute of Standards and Technology (NIST) established the Rijndael cipher as the official encryption standard of the US government [9]. With this announcement, the Rijndael algorithm became the Advanced Encryption Standard (AES). As the official standard, the AES algorithm is also a common target for research into Side Channel Analysis (SCA), Differential Power Analysis (DPA), and other cyber attack methods. For this reason, and the ease of access to a readily available implementation on the Device Under Test (DUT), AES is the encryption algorithm selected for this research.

1.2 Approach

Current implementations of Intrusion Detection and Prevention Systems (IDPSs) rely on detecting bit-level changes and anomalies at the upper layers (Layers 2-7) of the Open Systems Interconnect (OSI) 7-layer network model seen in Figure 2. However, attackers are constantly finding new methods of bypassing these security systems [76]. One possible alternative is to focus on detecting anomalies at the Physical layer (Layer 1) of the OSI model instead of the upper layers, since it is much more difficult to purposely alter the Radio Frequency (RF) emissions of a device to replicate authorized emissions than it is to manipulate bits and operations in the upper layers (Data Link through Application layers). The proposed method institutes a white list approach, which is a list approved entities (i.e., operations, devices, people, etc.) for a given system. It can be difficult to know what method an adversary will use in order to attack a system and therefore a black list of unapproved operations can
grow too large to be feasible. The benefit of a white list as opposed to a black list is that training on a “known good” configuration and rejecting any other configuration can be much more resource effective, and can prevent zero-day attacks that are not on current black lists.

OSI Model

Classification of devices and operations based on attributes of the Physical Layer have been demonstrated in a large body of research [13,15,18–20,22,23,25–27,33,39, 42,47,72–74,81,95]. Most of the research outside of Air Force Institute of Technology (AFIT) focuses on the use of DPA. AFIT’s focus has primarily been Radio Frequency Distinct Native Attributes (RF-DNA), which are generated based on the statistics of the amplitude, phase, and frequency of collected emissions. While using RF-DNA has proven effective, it can also be very resource-intensive when determining which statistic to use when classifying a rogue device or anomalous operation. However, the
research performed by Stone [81] utilized one statistic, namely the correlation statistic, to accurately detect anomalous operations and discriminate between Programmable Logic Controller (PLC) devices. A PLC is a special purpose computer used in ICS applications. This research will build upon Stone’s research and apply the principle to MCUs, which are more versatile and ubiquitous than PLCs and used in a broader range of applications.

1.2.1 Emission Collection.

Most of the research on detecting anomalies and classifying devices based on Physical Layer attributes is based on devices that are designed to broadcast information. The signals collected from such devices are called Intentional Radio Frequency Emission (IRE). The MCU emissions considered for this research do not fall into this category of device, and so this research utilizes the collection of Unintentional Radio Frequency Emission (URE). Previous AFIT work provided the framework for collecting these emissions and is used in this research [13, 14, 81, 96].

There are several distinct differences between IREs and UREs. The average power of UREs is substantially lower than that of IRE, so UREs are collected using a highly sensitive RF probe with a relatively large bandwidth instead of an antenna tuned to a specific frequency and narrower bandwidth. In addition to a low average power, UREs do not have an engineered structure, and therefore require a different technique when determining the Region of Interest (ROI) and processing of the captured signal after collection.

1.2.2 Correlation.

As mentioned before, utilizing RF-DNA to classify devices or device operations can be resource intensive. An alternative method developed by Stone [81] uses cor-
relation to generate a statistic, and is used in this research. Correlation provides an effective anomaly detection method, while maintaining predictable computational complexity when compared to classification algorithms such as Multiple Discriminant Analysis/Maximum Likelihood (MDA/ML) and Generalized Relevance Learning Vector Quantized-Improved (GRLVQI).

1.2.3 Operating Condition Verification.

Previous AFIT work focuses on device classification and verification [14, 15, 79, 80, 96]. Device classification is a one-to-many comparison that assigns an unknown device to one of several possible classes within an authorized device pool. Regardless of whether the unknown device belongs to any of the authorized classes, it will be classified (correctly or incorrectly) as one of the classes and is analogous to a black list approach. The verification process is a one-to-one comparison which evaluates “how much like” an unknown entity resembles a pre-established reference and is analogous to a white list approach. This research uses the same principles as device Identification (ID) verification found in several bodies of work [15, 46, 71, 81].

1.3 Research Contributions

This research focuses on expanding the use of the CBAD process developed by Stone from PLCs to MCUs to discriminate between operating conditions, which can in turn detect potentially malicious SW or firmware. Successful research would provide a resource-efficient, non-destructive method of detecting potentially catastrophic zero-day attacks against embedded systems, and address a specific vulnerability affecting AES encryption. Table 1 summarizes the AFIT research contributions to the Radio Frequency Intelligence (RFINT) field, and what this research will add to the current body of knowledge.
1.4 Document Organization

The remaining chapters are organized as follows. Chapter II provides background information on the uses and vulnerabilities of microcontrollers, RF signal collection, the AES algorithm, post-collection processing, the correlation operation, and operation environment verification. Chapter III details the methodology used for this research, including the collection and processing of UREs from a MCU, the CBAD process, the modifications to the AES algorithm, and the method of determining the operating environment of a particular DUT. Chapter IV presents the results of the process described in Chapter III, and the metrics used to evaluate CBAD process performance. Chapter V provides a summary of the research efforts and potential future research efforts.
Table 1. Relational mapping between RFINT Technical Areas in Previous related work and Current AFIT research contributions. The × symbol denotes specific areas addressed.

<table>
<thead>
<tr>
<th>Technical Area</th>
<th>Previous Work</th>
<th>Current Research</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Addressed</td>
<td>Ref #</td>
</tr>
<tr>
<td>TD Features</td>
<td>×</td>
<td>[71, 72, 79–85, 87, 88, 94–96]</td>
</tr>
<tr>
<td>SD Features</td>
<td>×</td>
<td>[14, 15, 74, 95]</td>
</tr>
<tr>
<td>CD Features</td>
<td>×</td>
<td>[81–85, 87, 88]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Emission Type</th>
<th>Previous Work</th>
<th>Current Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intentional (IRE)</td>
<td>×</td>
<td>[25, 49, 50, 71, 74, 87, 88, 94, 95]</td>
</tr>
<tr>
<td>Unintentional (URE)</td>
<td>×</td>
<td>[13–15, 81–85, 96]</td>
</tr>
<tr>
<td>Burst</td>
<td>×</td>
<td>[25, 49, 50, 71, 74, 87, 88, 94, 95]</td>
</tr>
<tr>
<td>Continuous</td>
<td>×</td>
<td>[13–15, 81–85, 96]</td>
</tr>
<tr>
<td>High SNR</td>
<td>×</td>
<td>[25, 49, 50, 71, 74, 87, 88, 94, 95]</td>
</tr>
<tr>
<td>Low SNR</td>
<td>×</td>
<td>[13–15, 81–85, 96]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classification/Verification Processes</th>
<th>Previous Work</th>
<th>Current Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDA/ML</td>
<td>×</td>
<td>[13–15, 49, 50, 71, 74, 74, 87, 88, 94–96]</td>
</tr>
<tr>
<td>GRLVQI</td>
<td>×</td>
<td>[49, 50, 72, 74, 81–85, 96]</td>
</tr>
<tr>
<td>LFS</td>
<td>×</td>
<td>[39–42]</td>
</tr>
<tr>
<td>CBAD</td>
<td>×</td>
<td>[81]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dimensional Reduction Analysis (DRA)</th>
<th>Previous Work</th>
<th>Current Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDA/ML</td>
<td>×</td>
<td>[39, 49, 50, 72, 74, 96]</td>
</tr>
<tr>
<td>GRLVQI</td>
<td>×</td>
<td>[72, 74, 81–85, 96]</td>
</tr>
<tr>
<td>LFS</td>
<td>×</td>
<td>[39–42]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Verification</th>
<th>Previous Work</th>
<th>Current Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic Components</td>
<td>×</td>
<td>[13–15, 85]</td>
</tr>
<tr>
<td>Authorized Wireless Devices</td>
<td>×</td>
<td>[25, 72, 74]</td>
</tr>
<tr>
<td>Rogue Wireless Devices</td>
<td>×</td>
<td>[25, 72, 74]</td>
</tr>
<tr>
<td>Device Operations</td>
<td>×</td>
<td>[81–84]</td>
</tr>
</tbody>
</table>
II. Background

This chapter provides the background information on the topics associated with this research. Section 2.1 provides a brief overview of microcontrollers and how they are used in military operations and Supervisory Control and Data Acquisition (SCADA) systems. Section 2.2 provides background on several attack vectors and specifies the attack used when creating the \textit{Anomalous} program used in this research. Section 2.3 details the current methods of microcontroller malware and counterfeit detection and why they are inadequate. Section 2.4 provides an overview of the Advanced Encryption Standard (AES) algorithm, and details the portions relevant to this research. Section 2.5 provides background on the Correlation-Based Anomaly Detection (CBAD) process and how it is used to verify the operating condition of a microcontroller.

2.1 Microcontrollers

A Microcontroller Unit (MCU) is a specialized Integrated Circuit (IC) that is able to complete specific functions very efficiently and with less power than other ICs such as general microprocessors. Microprocessors can perform multiple tasks, but require external peripherals to be utilized. MCUs are made up of a Central Processing Unit (CPU), memory, a system clock, and programmable Input/Output (I/O) peripherals. Each of these components will be present, but can vary between each microcontroller depending on the application. Microcontrollers are versatile and can be programmed to do a number of tasks, from lighting an Light-Emitting Diode (LED) to a full encryption implementation. Programs are typically written in a higher-level language, like the C programming language, unless a particular application is very timing-sensitive \cite{4}. In those cases, Assembly may be used.
2.2 Vulnerabilities

As more systems become interconnected, the threat of network penetration drastically increases. This is especially dangerous for aging and outdated Hardware (HW) and Software (SW) found in many Industrial Control Systems (ICSs). In the past, ICSs were typically self-contained making security a low priority, however modern ICS utilize Internet Protocol (IP) in order to enable remote administration, networked ICS components, and allow business systems access to ICS data [11]. While these systems are connecting to more external networks, they are also failing to implement basic access controls to the systems, such as differentiating between administrator and standard user accounts [93]. Once an attacker is able to gain access to the network, it is possible to send malicious firmware updates to the microcontroller-based systems on the network, as was demonstrated in an attack in 2011 that successfully manipulated the microcontroller running a laptop’s battery, sending false messages about the battery status to the computer [92].

Another attack against an IC was demonstrated in 2015 and is the basis of the Anomalous code used in this research [89]. The attack successfully weakened an AES implementation programmed onto a Field Programmable Gate Array (FPGA). By replacing the contents of the $S$-box with the identity function, the output ciphertext of the AES algorithm became much more susceptible to cryptanalysis since the attack turns both the encryption and decryption functions into a linear bijection. This means if an attacker is able to collect one plaintext/modified ciphertext pair, he can compute the weakened key. Once that weakened key is computed, the attacker is then able to decipher any subsequent ciphertext generated by the modified algorithm. To better understand the attack, a brief overview of the AES algorithm is provided in Section 2.4.
2.3 Current Malware Prevention/Detection Methods

The most common method of determining whether a microcontroller is a legitimate device or a counterfeit is functional testing. Functional testing can accurately detect when functionality of a device is lacking or has been removed, but it will likely not detect any functionality added to the HW or SW for a device by an adversary, such as a HW trojan [6].

Modern microcontrollers typically come equipped with several security measures to prevent the modification of memory, thereby preventing an attacker from maliciously tampering with the device [59]. However, older models of MCUs are often found in aging ICSs and often do not have these additional security measures, so they remain vulnerable to the malicious firmware updates described previously. Instead, they rely on traditional Intrusion Detection and Prevention Systems (IDPSs) and firewalls that work at the upper bit-level layers of the Open Systems Interconnect (OSI) model (layers 2-7) to remain secure; however attackers are always finding new sophisticated methods of bypassing these security measures [21]. One such method involves gaining access to the Human-Machine Interface (HMI) used to provide SCADA controls, which are often found outside the ICS De-Militarized Zone (DMZ), any firewalls, IDPS, and other security monitoring devices. In order to grant the HMI control of the SCADA systems, the security features must be configured to allow traffic from the HMI to enter the network, thus creating a vulnerability if certain precautions are not taken at the HMI system [51]. An alternative to bit-level credentials uses Radio Frequency (RF) emissions at the Physical Layer from a device to discriminate between devices, as well as verifying operating conditions. This method has proven successful in a large body of research [14,15,18–20,22,23,25,27,30,38,70–74,79–81,95,97,98].
2.4 Advanced Encryption Standard Algorithm

This section briefly discusses the aspect of the AES algorithm relevant to this research according to the National Institute of Standards and Technology (NIST) Federal Information Processing Standards Publication 197 (FIPS-197) [64], and why it was selected for this research.

2.4.1 Motivation To Use AES.

In 2001, the Rijndael cipher, now called AES, was established as the official encryption standard of the United States (US) government by NIST [9]. It is used in military systems, such as smart cards and communications, and can be implemented in ICs such as FPGAs and MCUs [34,35]. Since then, several research efforts have been performed exploiting unintentional emissions and attacking the AES algorithm using Side Channel Analysis (SCA) [36, 53, 55, 89]. The prevalence of the AES algorithm as opposed to other less used algorithms such as Data Encryption Standard (DES) and Triple Data Encryption Standard (3DES), and the documented attacks against the algorithm make AES an ideal program candidate for this research.

2.4.2 AES Primer.

AES is a block encryption algorithm, meaning all inputs to each round are 128 bits in length. The algorithm accepts a 128-bit plaintext block and a key block that varies in size (either 128, 192, or 256 bits) as inputs. A key schedule is applied to the input key, where several subkeys are generated, the number of which depends on the size of the input key. The size of the input also dictates the number of AES rounds the message must pass through. Regardless of the input key size, all subkeys generated are 128 bits in length. The AES implementation used in this research is AES-128, meaning the input key length is 128 bits. After the algorithm receives the
input bits, both the plaintext and subkey blocks are arranged in a 4 byte by 4 byte array, as shown in Figure 3.

![input bytes]

Figure 3. 128 input bits shown as an array of 16 bytes [64].

The plaintext array is then copied to the State, and all subsequent cipher operations are performed on the State. Once the State has passed through all operations in the AES algorithm, it is copied to the output and is then called ciphertext. Figure 4 shows the general form of AES encryption. AES-128 consists of $N_r = 10$ rounds. The first nine rounds are identical and consist of the following four operations:

- SubBytes
- ShiftRows
- MixColumns
- AddRoundKey

The final round is similar to the previous nine, but the MixColumns operation is omitted. The attack used in this research only involves the SubBytes operation; therefore, the others are not discussed here. The SubBytes round applies a non-linear, byte-wise substitution of the State bytes with values found in a table called the S-box. The S-box values are calculated using multiplication in the Galois Field (GF($2^8$)) and are discussed in detail in Section 5.1.1 of the FIPS-197 documentation. The values
of the $S$-box are typically pre-calculated and stored in memory on the device running the encryption in order to save computational time and resources.

The attack discussed in Section 2.2 maps the bytes found in the $S$-box to the identity function (Eq. 1). To the user, the plaintext will still be encrypted but will be far more susceptible to cryptanalysis. For Swierczynski and his team to modify the values of the $S$-box, it was necessary for them to locate the logic unit on the FPGA which contained it and manipulate the bit stream. To implement the same function in the microcontroller used in this research, a simple code modification was all that was required.

$$S\text{-box}_{AES}^{id}(i) = i, \forall i \in GF(2^8)$$ (1)

2.5 RF Signal Collection

Emission collection for this research closely mimics the methods used in previous Air Force Institute of Technology (AFIT) work [79, 81, 96]. The signals of interest
are Unintentional Radio Frequency Emissions (UREs) which is essentially Electromagnetic (EM) leakage of a device during operation. As such, these emissions are not well-structured and are emitted with very low average powers when compared to Intentional Radio Frequency Emissions (IREs). To collect emissions with such low power, a highly sensitive near-field EM probe is placed in close proximity to the microcontroller, and determining the chip location is largely based on visual cues such as waveform shape, which is further discussed in Section 3.3. Using a near-field EM probe allows for a non-destructive and non-contact method of capturing collections, as opposed to other methods which require a physical connection or additional circuitry added to the Device Under Test (DUT) [52], or “decapping” the device to expose the die as was performed in [86].

2.5.1 Correlation.

Correlation is a key function in several applications such as implementing a matched-filter for estimating digital symbols [78] and identifying signals when noise may be an issue [24]. Correlation is also less resource-intensive than other classification algorithms such as Multiple Discriminant Analysis/Maximum Likelihood (MDA/ML) and Generalized Relevance Learning Vector Quantized-Improved (GRLVQI) due to its well-defined complexity, relative simplicity, and predictable computational complexity.

Correlation is the fundamental operation of the CBAD process, and is used to provide a metric of similarity between two signals in this research, namely the pre-established reference signal and an unknown collected signal. The CBAD process uses the autocorrelation of the reference signal and the cross-correlation of the reference signal with the unknown signal to determine signal similarity. Given an example discrete complex-valued reference sequence $x[n]$ and an example discrete complex-
valued unknown sequence $y[n]$, the autocorrelation ($R_{XX}[k]$) and cross-correlation $R_{XY}[k]$ sequences at lag $k$ are given by

\[ R_{XX}[k] = \sum_n x[n]x^*[n-k], \]  \hfill (2)

\[ R_{XY}[k] = \sum_n x[n]y^*[n-k], \]  \hfill (3)

respectively, where $*$ denotes the complex conjugate.

### 2.5.2 Operation Verification.

Operation verification is a one-to-one comparison between an unknown operation and a pre-established reference operation. The unknown operation is declared as either Normal or Anomalous correctly or incorrectly based on a previously determined statistic threshold. The statistic threshold and reference operation are generated using a training model based on a “known good” baseline configuration.

To provide a visual representation of how accurately the CBAD process can detect the current operating condition of the DUT, Receiver Operating Characteristic (ROC) curves are presented since ROC curves are often used for binary classification in fields such as biometric systems [46]. The ROC curves presented in this research are plots of False Anomaly Detection Rate (FADR) versus True Anomaly Detection Rate (TADR) as the threshold is changed. The terms FADR and TADR are specific to this research and can differ in other bodies of research depending on the metrics used. To generate the ROC curves, the lowest-valued statistic from the is set as the lowest possible threshold, $t_{low}$, and the highest-valued statistic is set as the highest possible threshold, $t_{high}$. The threshold $\forall t_{low} \leq t \leq t_{high}$ is varied, and the values of FADR versus TADR are plotted for each value of $t$. In addition to the ROC curves, $\text{SNR}_A$ versus TADR plots are presented to show CBAD performance as the $\text{SNR}_A$
varies. In this research SNR_A is varied by combining a collected signal with powerscaled Additive White Gaussian Noise (AWGN). AWGN is often used in digital communication simulations to model channel noise [77] and is therefore used in this research.
This chapter details the approach taken to perform the research and generate the results captured in Chapter IV. The goal is to declare device operations as *Normal* or *Anomalous* by comparing a collected unknown signal with a pre-established reference signal. The reference signal is generated by training on a collection of signals collected from the device while it is performing *Normal* operations. The process of declaring the current operating condition of a particular microcontroller device as either *Normal* or *Anomalous* operation can be divided into three major steps outlined in Figure 5: Emission collection, post-collection processing, and Correlation-Based Anomaly Detection (CBAD) statistic generation/declaration. The processes used in each of these steps are based on existing Air Force Institute of Technology (AFIT) work on anomaly detection [81].

![Figure 5. Overall process to determine the operating condition of a microcontroller based on previous research [81]. Three main steps are performed: (1) Emission Collection, (2) Post-collection Processing in MATLAB® and (3) CBAD statistic generation and declaration.](image)

Section 3.1 discusses the Device Under Test (DUT) used in this research and the reasons for selecting it. Section 3.2 discusses the operating conditions the DUTs op-
enerated in when performing the research. Section 3.3 details the Unintentional Radio Frequency Emission (URE) collection process, including collection setup, probe placement, and sampling/triggering. Section 3.4 describes the post-collection processing stage, where the signal is transformed using filtering, adding independent Additive White Gaussian Noise (AWGN) realizations, down-conversion, applying the Hilbert transform, jitter removal, and non-uniform decimation. Section 3.5 describes the CBAD algorithm, how statistics are generated from the algorithm, and how a declaration is made based off of a comparison between the threshold value, $t_v$, and the generated statistic $z_v$.

## 3.1 Microcontroller Device Description

All emissions were collected from $N_D = 5$ Commercial Off The Shelf (COTS) Texas Instruments (TI) MSP430F5529 Microcontroller Unit (MCU) devices. One of the DUTs is shown affixed to an experimenter’s board and indicated by a red square in Figure 6. Each MCU was selected from one of two manufacturing lots and assigned a color and number to visually differentiate between them. The number and color mappings for each device are shown in Table 2. The intention of collecting emissions from devices with the same make/model but different manufacturing lots was to determine whether a reference signal generated from one device and/or lot could be used to detect anomalies in another device and/or lot, and to ensure the process applies across the two model lots considered.
Table 2. DUT assigned ID values and designated lot numbers/colors

<table>
<thead>
<tr>
<th>DUT ID</th>
<th>Lot Designation</th>
<th>Color Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DUT3</td>
<td>Lot 1</td>
<td>Blue</td>
</tr>
<tr>
<td>DUT4</td>
<td>Lot 1</td>
<td>Blue</td>
</tr>
<tr>
<td>DUT5</td>
<td>Lot 2</td>
<td>Red</td>
</tr>
<tr>
<td>DUT6</td>
<td>Lot 2</td>
<td>Red</td>
</tr>
<tr>
<td>DUT11</td>
<td>Lot 2</td>
<td>Red</td>
</tr>
</tbody>
</table>

Figure 6. TI MSP430F5529 (indicated by red box) affixed to an experimenter board. The identification label in this case indicates DUT4 from the blue lot.

The MSP430 series MCU was selected due to its popularity having sold hundreds of millions of units and its versatility in a multitude of applications, making it representative of MCUs implemented in embedded designs [31,90]. The MSP430 also represents a 16-bit architecture, as opposed to the 8-bit devices in other related studies [13,61,62].
Each DUT is programmed with an Advanced Encryption Standard (AES) implementation provided by TI using the C programming language [91]. Two variations of this code were used when programming the MCUs to model Normal and Anomalous programs, and are further described in 3.2.

3.2 Microcontroller Operating Conditions

As stated in Section 3.1, two variations of the AES C code implementation provided by TI were used when programming the MCU devices: Normal operation and Anomalous operation. The program was modified to add a trigger to the code, which is discussed in Section 3.3.3.

In addition to the trigger, code was added to illuminate a Light-Emitting Diode (LED) if the ciphertext output of the MCU deviated from the expected ciphertext based on proper AES implementation, indicating Anomalous behavior. The final modification that both programs received was code added to illuminate a second LED that would toggle every $N_L = 500$ AES loops to allow a means of confirming the program was continuously running on the MCU. This provided a visual cue to easily ensure the device is operating while collections are performed.

When extracting the Region of Interest (ROI) from a collected signal, only samples within the rising and falling trigger edges are kept. The trigger is toggled immediately before and immediately after the AES algorithm. Therefore, the Radio Frequency (RF) waveforms emitted by the code implementing the LED functions are removed during this process since the LEDs activate after the AES loop completes. All code used when programming the DUTs can be found in Appendix B.
3.2.1 Normal Operation.

The Normal program implements the AES algorithm as provided by TI and is described in detail in Section 2.4. The only modifications to the program provided by TI are the addition of the trigger and LED code mentioned in Section 3.2.

3.2.2 Anomalous Operation.

The Anomalous operation is based on a verified attack vector demonstrated by Swierczynski [89]. If an attacker is able to modify the contents of the S-box described in Section 2.4 to the identity mapping (Eq 1), the ciphertext becomes extremely vulnerable to cryptanalysis attacks, and the secret key of the modified AES algorithm can be determined. Even with the modification, the algorithm encrypts the plaintext, and the resulting ciphertext can be decrypted with the new key created by the modification. An adversary would be capable of calculating the key with one plaintext/modified ciphertext pair.

3.3 Radio Frequency Emission Collection

This section details the collection process used in this research. For each DUT, $N_{tst} = 1000$ testing signals were collected for both the Normal and Anomalous operating conditions. To create a reference signal, an additional $N_{trng} = 500$ training signals were collected from both red lot device DUT11 and blue lot device DUT3 to provide a reference signal generated from both manufacturing lots. Training signals are used to create a reference signal that is subsequently used on the remaining testing signals (not previously been seen by the CBAD process) to verify the performance of both the reference signal selection process, and the CBAD process. No training signal is used when generating final results and similarly, no testing signal is used to generate a reference signals or thresholds.
3.3.1 Microcontroller Collection Configuration.

Each DUT is placed inside a custom-made mount shown in Figure 7, which restricts movement of the MCU during the collection processes in an effort to mitigate effects movement may have on collections. The mount is affixed to an automated XYZ table, which holds a Riscure near-field RF probe with baseband bandwidth $W_{BB} = 500$ MHz. Placement of the probe using the XYZ table is controlled by a MATLAB® script. The near-field probe and probes attached to the trigger and clock Input/Output (I/O) pins are connected to a Lecroy Wavepro 760Zi-A Oscilloscope. The oscilloscope samples the incoming collections at a rate of $f_s = 250$ MSps. In order to prevent aliasing of frequency content of $f \geq 125$ MHz, a Low Pass Filter (LPF) with $-3$ dB cutoff frequency of $f_{CO} = 96.83$MHz is placed in-line with the near-field RF probe and the oscilloscope. The impulse response for the anti-aliasing filter is shown in Figure 8.

![Figure 7. Custom-made mount that houses the DUT during the collection process](image)

3.3.2 RF Probe Placement.

This section describes the process of selecting the chip location of the near-field RF probe. The UREs emitted from a MCU can vary substantially with minute
Figure 8. Impulse response of the $f_{CO} = 96.83$ MHz LPF. Frequencies $f \geq 124.95$ MHz are shown to be attenuated by $-27.879$ dB.

movements of the RF near-field probe. Therefore, it was necessary to determine a collection location that provided a relatively high power at the frequency of interest, and to develop a method to repeatedly place the probe in the same location on each device after determining the probe location to be used.

When scanning over the surface of the DUT with the near-field probe, a set of $N_p = 10$ peaks are observed at multiple locations on the surface of the device, as shown in Figure 9. These peaks correspond to the number of AES rounds described in Section 2.4, as well as the LED programming. The X and Y coordinates of the locations where the peaks were clearly visible were recorded. Once all locations where the peaks were clearly visible were recorded, a Time Domain (TD) signal $x[n]$ with a
A total of \( N_x \) samples was collected at each.

\[
\text{Figure 9. Single TD Normal signal. } N_p = 10 \text{ bursts are observed, indicating the number of rounds in the AES algorithm.}
\]

The Power Spectral Density (PSD) at each location was calculated from the Discrete Fourier Transform (DFT) using

\[
\text{PSD}(x[n]) = |X[n]|^2
\]

where \( X[n] \) is the DFT of \( x[n] \) and is calculated by

\[
X[n] = \frac{1}{N_x} \sum_{k=1}^{N_x} x[n] e^{-j\Phi(N_x, k, m)} : 1 \leq m \leq N_x,
\]

where

\[
\Phi(N_x, k, m) = \left( \frac{2\pi}{N_x} \right) (k - 1)(m - 1) : 1 \leq m \leq N_x
\]

The location that provided the highest peak power at \( f_h = 57.28 \text{ MHz} \) was selected as the position used when performing the remaining collections for every DUT. The frequency \( f_h = 57.28 \text{ MHz} \) was chosen as the frequency component of interest when
determining the near-field probe location on the surface of the chip after investigating the mean normalized PSD of \( N_{PSD} = 50 \) collection PSDs shown in Figure 10. The top ten peak frequencies were used as center frequencies \( f_c \) with several \( W_{BP} \) values at each \( f_c \) of the filter to be used in the post-collection processing described in Section 3.4.1. The subsequent filtered signal was examined after using each of the ten peak frequencies as \( f_c \), and \( f_c = 57.28 \text{ MHz} \) was the peak frequency examined that best maintained the original signal’s general shape.

![Normalized Mean Power Spectral Density of 50 Collections](image)

**Figure 10. Normalized PSD of the signal of interest**

### 3.3.3 Sampling and Triggering.

Signals were collected with the LeCroy oscilloscope specified in Section 3.3, which samples the collected signals, \( x_c[n] \), at a rate of \( f_s = 250 \text{ MSps} \) with a bit depth of 8 bits. Each collection captures a signal that is \( t_c = 20 \text{ milliseconds} \), making each signal \( N_{CS} = f_s \cdot t_c = 5 \text{ million samples} \) in length immediately after collection. To minimize aliasing caused by frequencies exceeding the Nyquist limit of \( f \geq 125 \text{ MHz} \), a LPF with a cutoff frequency \( f_{co} = 81 \text{ MHz} \) is placed in-line with the probe and oscilloscope, such that any frequency components greater than \( f_{-3dB} = 98.63 \text{ MHz} \).
are attenuated by at least 3 dB, as shown in Figure 8.

In order to synchronize the oscilloscope with the AES routine, a trigger, $x_{\text{trig}}[n]$, was added to the program, and is shown encapsulating the signal of interest in Figure 11. The trigger was set to go high just before entering the AES loop, and low just after it left the AES loop. All samples that were not between the rising and falling edge of the trigger pulse were discarded during the post-collection processing step. The same trigger signal, $x_{\text{trig}}[n]$, was used to determine which samples in each signal were discarded to ensure the signals remained the same length.

![Figure 11. Trigger waveform (orange) shown encapsulating the signal of interest. Any samples that fall outside of the rising and falling edge of the trigger waveform are discarded, including the additional LED code.](image)

### 3.4 Post-Collection Processing

This section describes the post-collection processing of the collected signals $x_c[n]$. This step is performed to generate a transformed waveform $x_t[n]$ to be used as an input to the CBAD algorithm that requires less processing power than the original collected signal, while still achieving the desired benchmarks. As stated in Section 3.3.3, a total of $N_{RS}$ samples that fall outside the rising edges of $x_{\text{trig}}[n]$ are removed from each
signal, creating a signal \(x_f[n]\) that is \(N_{\text{samps}} = N_{CS} - N_{RS}\) samples in length.

The post-collection processing is performed with five steps, which are shown in Figure 12 and described in following sections.

![Figure 12. Post-collection processing block diagram. The collected signal \(x_f[n]\) and power-scaled noise \(x_n[n]\) are like-filtered and added together to achieve the desired SNR. Next the signal is down-converted, the Hilbert transform is applied to it, and finally the signal is discretized. The resulting signal \(x_t[n]\) is then used as the input to the CBAD algorithm.](image)

### 3.4.1 Filtering.

After \(x_f[n]\) was normalized, it was digitally filtered using a \(N_{\text{ord}} = 16\) Butterworth Band-Pass Filter (BPF), with a center frequency \(f_{BP} = 57.28\) MHz and a bandwidth \(W_{BP} = 7\) MHz. The frequency \(f_h = 57.28\) MHz was selected as the frequency of interest using the criteria and process provided in Section 3.3.2. To establish \(W_{BP}\), filters with \(W_{BP} = [1, 3, 5, 7, 9, 11]\) MHz were applied separately, and \(W_{BP} = 7\) MHz provided the best results out of the considered frequency bandwidths. The frequency response of the digital filter is shown in Figure 13, and the filtered signal is shown in Figure 14.
Figure 13. Impulse Frequency Response of an 8th-order Butterworth Band Pass Filter (BPF) with a center frequency $f_{BP} = 57.28$ MHz and a -3.0 dB bandwidth of $W_{BP} = 7.0$ MHz.

Figure 14. Single Normal signal after applying the filter described in Section 3.4.1

3.4.2 Signal-to-Noise Ratio Scaling.

In practice, the collected Signal-to-Noise Ratio (SNR), $\text{SNR}_c$, may be degraded due to environmental factors. A signal’s SNR is calculated by taking the ratio of the signal power ($P_S$) and the noise power ($P_N$) in decibels (dB). In order to simulate
degraded environmental conditions and evaluate the robustness of the implemented process without taking additional collections at varying levels of probe height, like-filtered AWGN, $x_n[n]$ was added to $x_f[n]$ to generate the desired analysis SNR (SNR$_A$) and noisy signal $x_{noisy}[m]$. When calculating the scale factor for the noise realizations, it was assumed that the collected signal power is infinite, meaning it was assumed that the collected signal was noiseless and that all emissions contributed to the signal power. This was done because when considering UREs, there is no way to clearly distinguish between the signal of interest and noise. For this research, SNR$_A \in [-40, 40]$ dB at varying increments for a total of $N_{SNR} = 19$ SNR$_A$ values, with $N_{Nz} = 5$ independent noise realizations at each SNR$_A$. Initially, the SNR$_A$ step size was in increments of SNR$_A = 10$ dB. However, the results showed that finer granularity was necessary for $-25 dB \leq$ SNR$_A \leq 15$ dB, so for $-25 dB \leq$ SNR$_A \leq 15$ dB an incremental size of SNR$_A = 5$ dB was used, and was further decreased for $-15 dB \leq$ SNR$_A \leq -1$ dB to SNR$_A = 2$ dB. When calculating the value of SNR$_A$, it was assumed that the collected signal $x_c[n]$ is a noiseless signal at infinite SNR (i.e., $P_N = 0$).

The $N_{Nz} = 5$ noise realizations generated for each signal are concatenated with each other, for a total testing matrix size of $N_{tst} \times (N_{Nz} \cdot N_{samps}) \times N_{SNR}$, and total training matrix size of $N_{trng} \times (N_{Nz} \cdot N_{samps}) \times N_{SNR}$.

### 3.4.3 Down-conversion.

Once the noisy signal $x_{noisy}[n]$ was generated, it was multiplied by a sinusoid with Intermediate Frequency (IF) $f_{IF} = 61.28$ MHz in order to down-convert the signal to a near-baseband center frequency $f_{DC} = 4.0$ MHz. The down-converted signal $x_{DC}[n]$ was then filtered using a LPF Butterworth filter, with a cutoff frequency of $f_{CO} = 7.5$ MHz. The impulse response for the digital LPF is shown in Figure 15, and the down-converted signal is shown in Figure 16.
Figure 15. Impulse Frequency Response of an 8th-order Butterworth LPF with cutoff frequency $f_{CO} = 7.5$ MHz

Figure 16. Single Time Domain *Normal* signal after down-conversion and baseband filtering

### 3.4.4 Hilbert Transform.

Once the signal is down-converted, a Hilbert transform is applied using the MATLAB® `hilbert` function. The Hilbert transform was used in both previous AFIT work and speech recognition applications, provides an amplitude estimate, and was shown to
improve anomaly detection over taking just the absolute value of the signal [37, 69, 81].

The MATLAB® hilbert function generates a transformed discrete sequence $H[x_{DC}[n]]$ for the real-valued sequence $x_{DC}[n]$ and returns a representation of the signal having In-phase (I) and Quadrature (Q) components. To obtain the instantaneous amplitude of $x_{DC}[n]$, the magnitude response $x_H[n] = |H[x_{DC}[n]]|$ is calculated using MATLAB’s® abs command. The magnitude of the Hilbert-transformed signal is shown in Figure 17.

![Figure 17. Single Time Domain Normal signal after applying the Hilbert-Transform and calculating the magnitude of the resulting signal](image)

**3.4.5 Jitter Removal.**

Jitter is the deviation of a clock edge from its specification value. The MSP430F5529 has a published clock frequency of $f_{clk} = 1.049$ MHz [90], however experimental results show an observed clock frequency $f_{clk} \approx 1.0567$ MHz that varies between $[1.0081, 1.1062]$ MHz.

Every DUT suffered from a substantial amount of jitter, up to $N_j = 13$ samples difference between clock pulses, which caused issues with signal alignment and number of clock pulses within the trigger. As discussed in [67], manufacturers of Integrated
Circuits (ICs) will sometimes intentionally vary a clock frequency by a small amount at a low-frequency rate, thereby inducing jitter. This practice spreads the clock energy in the frequency domain, and reduces the amplitude of the clock harmonic emission at any individual frequency.

To overcome the alignment issue, each signal in $x_H[n]$ had $N_k = 20$ samples kept after each rising and falling edge of the clock signal, while the remaining samples were discarded. Values of $N_k = \{10, 18, 19, 20, 21, 30, 40, 50, 60, 70, 80, 90, 100\}$ were used when determining the number of samples to keep, and $N_k = 20$ samples was the lowest value that maintained the overall shape of the signal. Because the number of clock pulses within the trigger varied the signal sizes also varied after the jitter removal process. To overcome this issue all signals were shortened to the smallest sample length signal by removing the last samples.

3.4.6 Non-Uniform Decimation.

The final step of the post-collection processing stage generates the fully transformed signal, $x_t[n]$, using non-uniform decimation, and is similar to a peak detector in analog signals combined with a sampling process. This process reduces the total number of samples in the signal while maintaining the amplitude envelope of the signal, thus making computation less intensive when the subsequent signal $x_t[n]$ is used as the input to the CBAD algorithm. The decimation process takes $N_d = 900$ consecutive samples of $x_H[n]$, selects the maximum value of the $N_d = 900$ samples, and discards the remaining samples. The resulting waveform $x_t[n]$ is an envelope of the Hilbert-transformed waveform $x_H[n]$ with a signal length of $N_{samps}/N_d$. 
The final step in the post-collection processing step is to normalize \( x_t[n] \) by amplitude. Anomaly detection performance was improved by performing a final normalization before input to the CBAD algorithm. The final transformed signal is shown in Figure 18.

![Single Time Domain Normal signal after non-uniform decimation, the final stage of the post-collection processing](image)

**Figure 18.** Single Time Domain *Normal* signal after non-uniform decimation, the final stage of the post-collection processing

### 3.5 Correlation-Based Anomaly Detection Algorithm

This section describes the overall process of generating a statistic, creating a reference signal, determining the statistic threshold, and the operating condition declaration.

#### 3.5.1 Statistic Generation.

Figure 19 shows the overarching process of creating a statistic based on two signal inputs, the reference signal \( x_R[n] \) and the transformed collected signal \( x_t[n] \). First, the MATLAB's \(^{®} \text{xcorr} \) function is applied to create an autocorrelation sequence \( C_{RR}[k] \) and a cross-correlation sequence \( C_{RT}[k] \).
Figure 19. The CBAD statistic generation and declaration process. Statistics are generated by calculating the 2-norm of the difference between two correlation vectors. The statistic is compared to a threshold value, $t_v$, and a declaration is made [81].

Next, $C_{RT}[k]$ is subtracted from $C_{RR}[k]$ in order to create a single difference vector $C_{\Delta}[k]$. Note that if the transformed signal $x_t[n]$ was identical to the reference signal $x_R[n]$ the resulting vector would be a zero vector since $C_{RR}[k] = C_{RT}[k]$.

Lastly, the MATLAB® norm function is applied to $C_{\Delta}[k]$ to generate the final statistic. The norm function returns the 2-norm of the difference vector, and is calculated according to [57]:

$$||C_{\Delta}[k]||_2 = \sqrt{\lambda_{max}(C_{\Delta}[k]^H C_{\Delta}[k])},$$

where $\lambda_{max}(C_{\Delta}[k]^H C_{\Delta}[k]A)$ is the maximum eigenvalue of the matrix created by multiplying the hermitian transpose of a vector and the original vector together.

The signals $x_t[n]$ used in this research were too large to provide the desired results as-is. To address this issue, the input signal was divided into $N_r = 33$ regions, and separate statistics were created for each region. The statistics were stored in a vector until the statistic for every region had been calculated, at which time the 2-norm of the statistic vector was calculated. The resulting value was used as the final statistic in determining the operating condition of the DUT.
3.5.2 Reference Signal Generation.

A reference signal is generated for each of the \( N_r = 33 \) regions described above and for each SNR\(_A\) value. A training matrix of \( N_{trng} = 500 \) Normal signals is used when determining the reference signal. These signals are only used for generating the reference signal and threshold values and are not used as testing signals when obtaining results. In order to account for potential collection bias, the \( N_{trng} = 500 \) Normal signals are selected from a larger matrix consisting of \( N_{tot} = 1500 \) signals in an interleaving pattern (i.e., select signal 1,4,7,10,...,1500). The mean of the training matrix is appended, for a total number of training signals \( N_{trng} = 501 \) at each SNR\(_A\).

To select the most effective reference signal, each of the training signals is separately used as the reference signal against every other training set signal in the CBAD statistic generation process. Therefore, each signal generates \( N_{tstats} = 500 \) training statistics. The mean of these statistics is taken and stored in a vector. Once every training signal has acted as the reference signal, the minimum value in the mean vector is determined, and the corresponding signal is selected as the reference signal for that region and SNR\(_A\) since the minimum value indicates that it is most similar to the other signals.

Once a reference signal is assigned for each region, the regions are concatenated to form a full signal at each SNR\(_A\). The mean of all \( N_{trng} = 500 \) signal was selected for all \( N_r = 33 \) regions and at all SNR\(_A\) values.

3.5.3 Threshold Selection.

A threshold is necessary to make the binary decision of whether the unknown input signal \( x_t[n] \) is Normal or Anomalous. After the reference signal is determined, it is used in the CBAD process along with the training signals, generating \( N_{tstats} = 500 \) statistics. These statistics create a Probability Mass Function (PMF) for the training
statistics $z_{trng}$ at each SNR$_A$.

The training statistics are then sorted in descending order and the lowest test statistic exceeding $N_{Low} = 90\%$ of the calculated training statistics is selected as the threshold $t_v$. The threshold values are determined for each SNR$_A$ considered. The PMF and selected threshold value for $z_{trng}$ at SNR$_A = 40$ dB for DUT11 is shown in Figure 20.

![Figure 20. PMF of $N_{trng} = 500$ training statistics (blue) generated by the red lot reference signal from DUT11 at SNR$_A = 40$ dB, with 90\% threshold displayed (red dotted line). Any testing statistic greater than the threshold value $t_v$ will be declared Anomalous.]

### 3.5.4 Declaration.

Once a threshold is established, a declaration can be made about the current operating condition of a particular DUT. A $N_{sig} = 1000$ testing signals from both Normal and Anomalous conditions (for a total of $N_{tst} = 2000$ signals) from each device are used to verify CBAD performance in this research. Statistics are generated for each of the $N_{tst} = 2000$ signals using the appropriate reference signal based on manufacturing lot. The generated statistics $z_v$ represent the similarity between an unknown signal and a known reference signal, and the closer the statistic is to zero the
more similar the unknown signal is to the reference signal. Therefore, if a statistic $z_v$ exceeds the threshold, the signal is declared as *Anomalous*. Conversely, if a statistic $z_v$ is less than the threshold, the signal is declared as *Normal*.

For reasons described in Chapter IV, the reference signal must come from the same manufacturing lot in order to achieve the desired performance.
IV. Results

This chapter provides results of Microcontroller Unit (MCU) operation condition verification using the Correlation-Based Anomaly Detection (CBAD) process. Section 4.1 discusses the specific criteria by which the CBAD performance is evaluated. Section 4.1 defines the performance evaluation criteria and the benchmarks used to evaluate CBAD performance. Section 4.2 presents the results derived from comparing a reference signal with collections from the same device the reference signal is generated.

It was determined that a reference signal generated from one manufacturing lot could not produce the desired results when correlated with a signal collected from a device manufactured in a different lot. Both results derived from comparing devices from the same lot and comparing devices from a different lot are presented in Section 4.3. Lot discrimination was investigated after determining lot origin affected anomaly detection performance, and is discussed in Section 4.4. Section 4.5 gives the overall results of the research with every reference signal and device permutation.

4.1 Performance Evaluation Criteria

Before discussing the results, it is important to understand the performance metrics used in this research. The terms Anomaly detection and Normal verification are related to whether an operation is verified as Normal or declared as Anomalous as indicated in Table 3.
Table 3. All possible outcomes of the CBAD process

<table>
<thead>
<tr>
<th>Actual</th>
<th>Declared</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Normal</td>
<td>True Normal Verification</td>
</tr>
<tr>
<td>Normal</td>
<td>Anomalous</td>
<td>False Anomaly Detection</td>
</tr>
<tr>
<td>Anomalous</td>
<td>Normal</td>
<td>False Normal Verification</td>
</tr>
<tr>
<td>Anomalous</td>
<td>Anomalous</td>
<td>True Anomaly Detection</td>
</tr>
</tbody>
</table>

The metrics used in regards to *Normal* verification and *Anomalous* declaration are described as follows, where $N_{tst}$ is the total number of *Normal* statistics generated when calculating *Normal* verification rates, or the total number of *Anomalous* statistics generated when calculating *Anomalous* detection rates:

- **True Anomaly Detection Rate (TADR):** The percentage of signals correctly declared Anomalous is calculated by

  $$
  TADR = 100 \times \frac{\text{True Anomaly Detections}}{N_{tst}} \tag{8}
  $$

- **True Normal Verification Rate (TNVR):** The percentage of signals correctly declared Normal is calculated by

  $$
  TNVR = 100 \times \frac{\text{True Normal Verifications}}{N_{tst}} \tag{9}
  $$

- **False Anomaly Detection Rate (FADR):** The percentage of Normal signals incorrectly declared Anomalous is calculated by

  $$
  FADR = 100 - TNVR \tag{10}
  $$
- False Normal Verification Rate (FNVR): The percentage of Anomalous signals incorrectly declared Normal is calculated by

\[ \text{FNVR} = 100 - \text{TADR} \]  

(11)

- Equal Error Rate (EER): The value at which the FADR = FNVR.

The goal of this research was to achieve benchmark performance of TADR ≥ 90% while maintaining FADR ≤ 10%, as established in previous Air Force Institute of Technology (AFIT) research [79–81, 96]. Using the same benchmarks as previous research supports an accurate comparison between methodologies. The main presentation vehicles for performance results are plots showing SNR_A versus TADR and Receiver Operating Characteristic (ROC) curves. ROC curves displayed are for the first value of SNR_A where EER ≤ 10%, unless the device/reference signal combination never met the benchmarks, in which case the ROC curve at the highest SNR_A value is shown.

4.2 Like-Device Performance

The results presented in this section show the effectiveness of the CBAD process when using a reference signal against the Device Under Test (DUT) from which the reference signal is generated. Because the DUTs were selected from two manufacturing lots, a reference signal was generated from Unintentional Radio Frequency Emissions (UREs) collected from DUT3 for anomaly detection in devices from Lot 1 (Blue lot) and from DUT11 for anomaly detection in devices from Lot 2 (Red lot). From this point on, the reference signal generated from DUT3 will be called the blue reference signal, and the reference signal generated from DUT11 will be called the red reference signal.
The first test case correlates the blue reference signal with unknown signals from DUT3, the same device from which the blue reference signal was generated, using $N_{tst} = 1000$ Anomalous testing signals and $N_{tst} = 1000$ Normal testing signals that had never been used in the CBAD process prior to this point. The Normal verification performance does not differ as much as Anomalous detection performance at lower SNR$_A$ values since the reference signal and threshold are adapted using $N_{trng} = 500$ Normal training signals at each SNR$_A$. The threshold is based on verifying 90% of the Normal training signals. Figure 21a shows that the CBAD process meets the desired performance set forth in Section 4.1 with TADR $\geq 90\%$ for SNR$_A \geq -5$ dB, while TNVR $\geq 90\%$ for SNR$_A > 20$ dB (TNVR = 90% is equivalent to FADR = 10%). The plot is created by averaging the TADR across $N_{Nz} = 5$ noise realizations using the CBAD anomaly detection results for $N_{tst} \times N_{Nz} = 5000$ Anomalous signals for each SNR$_A$ considered. In addition to the SNR$_A$ versus TADR plot, the ROC curve for using the blue reference signal versus DUT3 at SNR$_A = 5$ dB is presented in Figure 21b. Once SNR$_A < 5$ dB the performance benchmark of EER $\leq 90\%$ was not met.
Figure 21. Single device performance correlating the blue reference signal with DUT3, the device from which the blue reference signal was generated. Figure 21a shows the SNR\textsubscript{A} versus TADR plot, and Figure 21b shows the ROC curve at SNR\textsubscript{A} = 5 dB. The benchmark of EER \leq 10\% is met for all SNR\textsubscript{A} \geq 5 dB.

The next test case correlates the red reference signal with unknown signals from DUT11, the same device from which the red reference signal was generated. Figure 22a shows TADR \geq 90\% for SNR\textsubscript{A} \geq -10 dB, while TNVR \geq 90\% for SNR\textsubscript{A} \geq -5 dB. In addition to the SNR\textsubscript{A} versus TADR plot, the ROC curve for correlating...
the red reference signal with DUT11 is presented in Figure 22b. Once SNR$_A < -10$ dB, the performance benchmark of EER $\leq 10\%$ were not met.

Figure 22. Single device performance correlating the red reference signal with DUT11, the device from which the red reference signal was generated. Figure 22a shows the SNR$_A$ versus TADR plot and Figure 22b shows the ROC curve at SNR$_A = -10$ dB. The benchmark of EER $\leq 10\%$ is met for all SNR$_A \geq -10$ dB.
4.3 Cross-Device Performance

This section describes the performance achieved by the CBAD process when using a reference signal generated from one device to detect Anomalous activity in another device. Two scenarios were investigated: cross-device/cross-lot and cross-device/like-lot. The performance when using reference signals from a different lot than that of the test signal did not meet the benchmarks outlined in Section 4.1.

4.3.1 Cross-Lot.

Two of the possible permutations of using a reference signal from a different lot are chosen for this section; however, the ROC curves generated for all other permutations can be found in Appendix A and have similar results.

The first test case for the scenario in which the reference signal and test signal come from different lots used the blue reference signal against the collected signals from red lot device, DUT6. The ROC curve in Figure 23 shows that the benchmark of EER \( \leq 10\% \) is not attained regardless of the SNR\(_A\) considered.
Figure 23. Case 1: ROC curve generated by using the blue reference signal generated from DUT3 against a red lot device, DUT6. The ROC curve was generated at $SNR_A = 40$ dB which is the highest investigated. Regardless of $SNR_A$ the benchmark $EER \leq 10\%$ is not met.

The second test case for this scenario used the red reference signal against signals collected from a blue lot device, DUT4. Again, the ROC curve in Figure 24 shows that the benchmark of $EER \leq 10\%$ is not attained regardless of the $SNR_A$ considered.
The results presented in this section show that cross-lot reference signals do not yield acceptable results. However, using a reference signal generated from a device within the same lot yielded results that met the desired benchmark $\text{EER} \leq 10\%$.

### 4.3.2 Like-Lot.

The test cases described in this section compare a reference signal from one lot to signals collected from another device in the same lot. The performance using the threshold determined during during the reference signal generation step did not meet the established benchmarks for all devices. However, the ROC curves showed that a threshold existed that could produce the desired results. Therefore, the threshold was regenerated by comparing $N_{rs} = 200$ secondary training signals from the device being examined with the already determined reference signal and calculating the threshold in the same manner described in Section 3.5.3.
4.3.2.1 No Threshold Regeneration.

The results of the CBAD process without regenerating the threshold value are presented here. The ROC curves and $\text{SNR}_A$ versus TADR plots of two permutations are presented. The remaining results for all other permutations can be found in Appendix A.

Figure 25 shows the ROC curve and the $\text{SNR}_A$ versus TADR plot for the blue reference signal correlated with DUT4 from the blue lot. Figure 25a shows that the CBAD process is able to meet the benchmarks with the threshold calculated from the training statistics generated from the blue lot device DUT3. The ROC curve in Figure 25b shows a threshold exists such that the benchmarks can be met by observing that $\text{EER} \leq 10\%$ for $\text{SNR}_A \geq 5 \text{ dB}$. The section of the ROC curve where $\text{EER} \leq 10\%$ is indicated in the figure by a red box.
Figure 25. Performance plots for the blue reference signal correlated with signals collected from DUT4. Figure 25a shows the SNR<sub>A</sub> versus TADR plot and Figure 25b shows the ROC curve at SNR<sub>A</sub> = 5 dB.

Figure 26 shows the ROC curve and the SNR<sub>A</sub> versus TADR plot for the red reference signal generated using signals from DUT11 correlated with DUT5. While Figure 26a shows the benchmark of TADR ≥ 90% is met at higher SNR<sub>A</sub> values, TNVR ≤ 81% at the same SNR<sub>A</sub> values. In this case, the threshold is set too low based on selecting a threshold using a different device (DUT11 when generating the
reference signal) and is declaring more Normal signals as Anomalous than is allowed based on the benchmark of TNVR $\geq 90\%$. However, just as the previous test case, the ROC curve in Figure 26b shows that a threshold exists such that both benchmarks can be met if the correct threshold is selected.

Figure 26. Performance plots for the red reference signal correlated with signals collected from DUT5
4.3.2.2 Threshold Regeneration.

Because the ROC curves for devices correlated with a reference signal from the same lot showed the possibility of meeting the benchmarks, the thresholds were regenerated for each device using the same process as described in Section 3.5.3. This process consisted of separating $N_{rs} = 200$ secondary training signals from the $N_{tst} = 1000$ testing signals to create a secondary training matrix. The new threshold was calculated in the same way as described in Section 3.5.3, but substituted the cross-device statistics for the like-device statistics when building the Probability Mass Function (PMF). The same two test cases described in the previous section are used to show the difference in performance after regenerating the threshold.

Figure 27 shows the PMFs of both Normal and Anomalous statistics for DUT4 when correlated with the blue reference signal at SNR$_A = 40$ dB, and the threshold used to make a declaration at that SNR. Figure 27a shows the original threshold based off of the original training matrix is too high to meet the benchmarks. Figure 27b shows the new threshold, and produces the results seen in Figure 28. With the new threshold, the CBAD process is shown to meet the desired benchmarks.
Figure 27. PMFs of DUT4 statistics at SNR\textsubscript{A} = 40 dB. Thresholds are shown before (27a) and after (27b) regenerating the threshold value. Note the Normal statistic PMF after the threshold has \( N_{rs} = 200 \) less statistics since they were used to calculate the threshold and were not reused.
Figure 28. DUT4 SNRA versus TADR plot after regenerating the threshold value. The benchmarks are still met after the regeneration for \( \text{SNR}_A \geq 10 \) dB.

Figure 29 shows the PMFs of both Normal and Anomalous statistics for red lot device DUT5 when correlated with the red reference signal at \( \text{SNR}_A = 40 \) dB, and the threshold used to make a declaration at that SNR. Figure 29a shows the original threshold based off of the original training matrix is too low to meet the benchmarks, and classifies more Normal signals as Anomalous than is allowed based on the benchmark of TNVR \( \geq 90\% \). Figure 29b shows the new threshold, and produces the results seen in Figure 30. With the new threshold, the CBAD process is shown to meet the desired benchmark of EER \( \leq 10\% \).
Figure 29. PMFs of DUT5 statistics at SNR$_A$ = 40 dB. Thresholds are shown before (29a) and after (29b) regenerating the threshold value. Note the Normal statistic PMF after the threshold has $N_{rs} = 200$ less statistics since they were used to calculate the threshold and were not reused.
4.4 Lot Discrimination

As noted previously, performance of the CBAD process was dependent on the manufacturing lot from which the DUT originated. Further investigation into lot discrimination was performed and is detailed here.

When investigating lot discrimination, all signals from all like-lot devices were combined, for a total of $N_{tst} = 3000$ signals in the red lot matrix, and $N_{tst} = 2000$ signals in the blue lot matrix. The use of both red and blue reference signals was investigated. For the purpose of evaluating lot discrimination, signals originating from the blue lot will be classified as Normal while signals originating from the red lot will be classified as Anomalous when using the blue reference signal. Similarly, signals originating from the red lot will be classified as Normal while signals originating from the blue lot will be classified as Anomalous when using the red reference signal. Using the same threshold regeneration process described in Section 4.3.2.2 the threshold was regenerated based on the new matrix using $N_{strng} = 500$ secondary training signals.
Figure 31 shows the ROC curve generated at $\text{SNR}_A = -5$ dB when using the blue reference signal and shows that CBAD performance achieves the benchmark $\text{EER} \leq 10\%$ for $\text{SNR}_A \geq -5$ dB.

Figure 31. ROC curve generated at $\text{SNR}_A = -5$ dB with performing lot discrimination using the blue reference signal. Devices from the blue lot are considered Normal and devices from the red lot are considered Anomalous for the purpose of lot discrimination using the blue lot reference signal.

Figure 32 shows the PMFs generated with the $N_{tst} = 3000$ red lot statistics and $N_{tst} = 1500$ blue lot statistics after regenerating the threshold value using the blue reference signal. Note that the red lot statistics create a bimodal distribution. By comparing Figures 52, 58 and 66 in Appendix A, one can see that the statistics from DUT6 and DUT11 closely align when the blue reference signal is used while the statistics from DUT5 do not, thus creating a bimodal distribution.
Figure 32. Red and blue lot PMFs generated with $N_{tst} = 3000$ red statistics and $N_{tst} = 1500$ blue statistics when correlated against the blue reference signal.

Figure 33 shows the rate at which devices that do not originate from the blue manufacturing lot are detected as Anomalous. The use of Anomalous in this case refers to devices that do not come from the same lot as the reference signal. Normal in this case refers to devices that are from the same lot as the reference signal. When $\text{SNR}_A \geq -10$ dB, the detection rate surpasses the benchmark of $\text{TADR} \geq 90\%$. However, the TNVR does not meet the benchmark $\text{TNVR} \geq 90\%$ until $\text{SNR}_A \geq 15$ dB.
Figure 33. Lot discrimination SNR_A versus Cross-lot Detection plot generated using the blue reference signal.

Figure 34 shows the ROC curve generated at SNR_A = -5 dB when using the red reference signal and shows that CBAD performance achieves the benchmark EER ≲ 10%.

Figure 34. ROC curve generated at SNR_A = -5 dB with performing lot discrimination using the red reference signal. Devices from the red lot are considered Normal and devices from the blue lot are considered Anomalous for the purpose of lot discrimination using the red lot reference signal.
Figure 35 shows the PMFs generated with the $N_{tst} = 2500$ red lot statistics and $N_{tst} = 2000$ blue lot statistics after regenerating the threshold value using the red reference signal originating from DUT11. In contrast to the bimodal distribution seen in Figure 32, the blue lot statistics (Anomalous in this case) are not bimodal. Referencing Figures 72 and 80 shows that the statistics generated from using the red reference signal against both blue lot devices are similar and therefore do not create the same bimodal distribution seen in the previous case.

![Figure 35. Red and blue lot PMFs generated with $N_{tst} = 2500$ red statistics and $N_{tst} = 2000$ blue statistics when correlated against the red reference signal.](image)

Figure 33 shows the rate at which devices that do not originate from the red manufacturing lot are detected. When $\text{SNR}_A \geq -10$ dB, the detection rate surpasses the benchmark of $\text{TADR} \geq 90\%$. However, the TNVR does not meet the benchmark $\text{TNVR} \geq 90\%$ until $\text{SNR}_A \geq 5$ dB.
4.5 Consolidated Results

Table 4 shows the overall results of the research. Note that when using a reference signal generated from the same manufacturing lot the CBAD process is able to meet the benchmarks set forth in this research. In cases of cross-device, like-lot situations the threshold is regenerated using training signals from the DUT being evaluated. However, when using a reference signal generated from a different manufacturing lot the CBAD process is unable to meet the benchmark, regardless of the threshold chosen.
Table 4. Research results for every permutation of device and reference signal when used as inputs to the CBAD process. The benchmark condition to be met is EER ≤ 10%.

<table>
<thead>
<tr>
<th>Device Label</th>
<th>Lot Label</th>
<th>Meets Benchmark?</th>
<th>Meets Benchmark?</th>
</tr>
</thead>
<tbody>
<tr>
<td>DUT3</td>
<td>Blue - Reference</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>DUT4</td>
<td>Blue</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>DUT5</td>
<td>Red</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>DUT6</td>
<td>Red</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>DUT11</td>
<td>Red - Reference</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
V. Conclusion

This chapter provides a summary of results for verifying the operating condition of a Microcontroller Unit (MCU). Section 5.1 provides a summary of the research purpose and findings. Section 5.2 presents recommendations for future work on verifying the operating condition of Integrated Circuits (ICs).

5.1 Research Summary

5.1.1 Purpose.

Microcontrollers are found in a large variety of electronic devices, and are even found in the peripherals (sensors, printers, etc.) of Supervisory Control and Data Acquisition (SCADA) systems and Industrial Control Systems (ICSs). Unfortunately, these particular systems that run critical infrastructures in the United States (US) have been lagging in implementing the most current security measures and are still vulnerable to cyber attack [32, 100].

Current methods of cyber attack detection rely on the upper layers of the Open Systems Interconnect (OSI) model [12], which are relatively easy for attackers to manipulate. This research proposes using the Correlation-Based Anomaly Detection (CBAD) algorithm, as developed in previous Air Force Institute of Technology (AFIT) research [81] to detect anomalous behavior on a microcontroller using Physical Layer attributes. The Physical Layer approach provides benefits in the realm of cyber security as signal emissions are based on the actual physical construction of the devices and are not feasibly replicated. This research adds to AFIT’s ever-growing Radio Frequency Intelligence (RFINT) field of study in exploiting Physical Layer attributes using Side Channel Analysis (SCA) [13–16, 25, 39, 42, 72, 79–81, 96].

Research contributions were made by leveraging the CBAD process [81] and ap-
plying it to MCUs to detect anomalous behavior by verifying normal operation. Performance of operation verification was assessed by evaluating Signal-to-Noise Ratio (SNR) versus True Anomaly Detection Rate (TADR), and by generating Receiver Operating Characteristic (ROC) curves at the lowest value of SNRₐ where the benchmark of Equal Error Rate (EER) ≤ 10%.

5.1.2 CBAD Results.

Collections came from a total of \( N_D = 5 \) devices, which were selected from two different manufacturing lots. \( N_{NZ} = 5 \) noise realizations of power-scaled, like-filtered Additive White Gaussian Noise (AWGN) were added to all signals to achieve the desired SNRₐ in the input sequences. Two reference signals (one from each manufacturing lot) were generated using \( N_{trng} = 500 \) training signals from each reference device. Each reference signal was used as the reference input against all other transformed Device Under Test (DUT) collections, and the resulting statistics were assessed against the benchmarks discussed previously.

CBAD is shown to provide an effective means for detecting anomalous operations as represented by the Normal and Anomalous Advanced Encryption Standard (AES) programs if the reference signal is generated from a device within the same manufacturing lot as the DUT. This research found that if a reference signal from one manufacturing lot is compared with an unknown signal from the same lot, the EER ≤ 10% benchmark was met in all cases when SNRₐ ≥ 0 dB. However, if a reference signal from one manufacturing lot is compared with an unknown signal from a different lot, the benchmark could not be met at any investigated value of SNRₐ. Using this knowledge, it is also possible to discriminate between lots using the CBAD process. Device lot discrimination was successfully demonstrated for values of SNRₐ ≥ −5 dB. These preliminary results support further research into the use of the CBAD process.
for Software (SW) and Hardware (HW) anomaly detection.

5.2 Future Work

The results presented here demonstrate the capability of CBAD in determining MCU operating conditions and provide preliminary results demonstrating potential of using CBAD for the purpose of HW discrimination. Results of this research motivate further investigation, including:

1. Alternate IC Devices: Signals used in this research were collected from a MSP430 microcontroller representative of MCUs found in embedded systems. Research could be further expanded by using Unintentional Radio Frequency Emissions (UREs) collected from other IC devices such as Field Programmable Gate Arrays (FPGAs) or microprocessors.

2. Radio Frequency Distinct Native Attributes (RF-DNA) versus CBAD: This research demonstrated the effectiveness of using the CBAD algorithm in determining MCU operating conditions. Previous AFIT research has been mainly focused on using RF-DNA to verify device identity. A comparison of the performance, timing and necessary resources can be made between the two methodologies.

3. Alternate Collection Equipment: The equipment used in this research is relatively expensive. Finding a probe and receiver that cost less, yet provide similar results could be beneficial when considering CBAD use in an operational environment.

4. Multiple Chip Collection Locations: This research generated a reference signal from one device per manufacturing lot and from the same chip location each
time. It was then compared with emissions collected at the same chip location for each DUT. This research can be expanded by investigating whether a reference signal collected at one location can be used to determine the operating condition of a signal collected at a different location or whether combining reference signals from multiple locations can provide more insight into device operations.

5. Device Discrimination: This research demonstrated CBAD’s ability to discriminate between manufacturing lots. Investigation into whether it is possible to discriminate between devices manufactured in the same lot could prove beneficial and could be directly compared with methods such as RF-DNA in terms of efficiency and performance.
Appendix A

This appendix contains all results from comparing both red and blue reference signals to each Device Under Test (DUT).

Blue Reference vs. DUT3

Figure 37. ROC Curve for blue device DUT3 using the blue reference signal at SNR_A = 5dB
Figure 38. TADR vs. SNR_A for blue device DUT3 using the blue reference signal. No threshold regeneration is applied to this device since it generated the reference signal.

Figure 39. PMFs of DUT3 statistics at SNR_A = 40 dB and threshold (red dashed line) used to declare the operating condition. Anything greater than the threshold value is declared as Anomalous.
Blue Reference vs. DUT4

Figure 40. ROC Curve for blue device DUT4 using the blue reference signal at SNR_A = 5dB

Figure 41. TADR vs. SNR_A for blue device DUT4 using the blue reference signal before regenerating the threshold value
Figure 42. TADR vs. $\text{SNR}_A$ for blue device DUT4 using the blue reference signal after regenerating the threshold value.

Figure 43. PMFs of DUT4 statistics at $\text{SNR}_A = 40$ dB and threshold (red dashed line) used to declare the operating condition before regenerating the threshold value. Anything greater than the threshold value is declared as \textit{Anomalous}.
Figure 44. PMFs of DUT4 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition after regenerating the threshold value. Anything greater than the threshold value is declared as Anomalous.

Blue Reference vs. DUT5

Figure 45. ROC Curve for blue device DUT5 using the blue reference signal at SNR$_A = 40$ dB
Figure 46. TADR vs. SNR$_A$ for blue device DUT5 using the blue reference signal before regenerating the threshold value.

Figure 47. TADR vs. SNR$_A$ for blue device DUT5 using the blue reference signal after regenerating the threshold value.
Figure 48. TNVR vs. SNR_A for blue device DUT5 using the blue reference signal before regenerating the threshold value.

Figure 49. TNVR vs. SNR_A for blue device DUT5 using the blue reference signal after regenerating the threshold value.
Figure 50. PMFs of DUT5 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition before regenerating the threshold value. Anything greater than the threshold value is declared as *Anomalous*.

Figure 51. PMFs of DUT5 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition after regenerating the threshold value. Anything greater than the threshold value is declared as *Anomalous*. 
Blue Reference vs. DUT6

![ROC Curve](image)

Figure 52. ROC Curve for blue device DUT6 using the blue reference signal at SNR$_A = 40$dB

![TADR vs. SNR](image)

Figure 53. TADR vs. SNR$_A$ for blue device DUT6 using the blue reference signal before regenerating the threshold value
Figure 54. TADR vs. SNR$_A$ for blue device DUT6 using the blue reference signal after regenerating the threshold value

Figure 55. TNVR vs. SNR$_A$ for blue device DUT6 using the blue reference signal before regenerating the threshold value
Figure 56. TNVR vs. SNR_A for blue device DUT6 using the blue reference signal after regenerating the threshold value.

Figure 57. PMFs of DUT6 statistics at SNR_A = 40 dB and threshold (red dashed line) used to declare the operating condition before regenerating the threshold value. Anything greater than the threshold value is declared as Anomalous.
Figure 58. PMFs of DUT6 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition after regenerating the threshold value. Anything greater than the threshold value is declared as *Anomalous*.

Blue Reference vs. DUT11

Figure 59. ROC Curve for blue device DUT11 using the blue reference signal at SNR$_A = 40dB$.
Figure 60. TADR vs. $\text{SNR}_A$ for blue device DUT11 using the blue reference signal before regenerating the threshold value

Figure 61. TADR vs. $\text{SNR}_A$ for blue device DUT11 using the blue reference signal after regenerating the threshold value
Figure 62. TNVR vs. SNR$_A$ for blue device DUT11 using the blue reference signal before regenerating the threshold value.

Figure 63. TNVR vs. SNR$_A$ for blue device DUT11 using the blue reference signal after regenerating the threshold value.
Figure 64. PMFs of DUT11 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition before regenerating the threshold value. Anything greater than the threshold value is declared as *Anomalous*.

Figure 65. PMFs of DUT11 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition after regenerating the threshold value. Anything greater than the threshold value is declared as *Anomalous*.
Red Reference vs. DUT3

Figure 66. ROC Curve for blue device DUT3 using the Red reference signal at SNR_A = 40dB

Figure 67. TADR vs. SNR_A for blue device DUT3 using the Red reference signal before regenerating the threshold value
Figure 68. TADR vs. SNR_A for blue device DUT3 using the Red reference signal after regenerating the threshold value

Figure 69. TNVR vs. SNR_A for blue device DUT3 using the Red reference signal before regenerating the threshold value
Figure 70. TNVR vs. SNRA for blue device DUT3 using the Red reference signal after regenerating the threshold value.

Figure 71. PMFs of DUT3 statistics at SNRA = 40 dB and threshold (red dashed line) used to declare the operating condition before regenerating the threshold value. Anything greater than the threshold value is declared as Anomalous.
Figure 72. PMFs of DUT3 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition after regenerating the threshold value. Anything greater than the threshold value is declared as Anomalous.

Red Reference vs. DUT4

Figure 73. ROC Curve for blue device DUT4 using the Red reference signal at SNR$_A = 40 dB$
Figure 74. TADR vs. SNR\(_A\) for blue device DUT4 using the Red reference signal before regenerating the threshold value

Figure 75. TADR vs. SNR\(_A\) for blue device DUT4 using the Red reference signal after regenerating the threshold value
Figure 76. TNVR vs. SNR_A for blue device DUT4 using the Red reference signal before regenerating the threshold value

Figure 77. TNVR vs. SNR_A for blue device DUT4 using the Red reference signal after regenerating the threshold value
Figure 78. PMFs of DUT4 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition before regenerating the threshold value. Anything greater than the threshold value is declared as *Anomalous*.

Figure 79. PMFs of DUT4 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition after regenerating the threshold value. Anything greater than the threshold value is declared as *Anomalous*.
Red Reference vs. DUT5

Figure 80. ROC Curve for Red device DUT5 using the Red reference signal at $\text{SNR}_A = -5dB$

Figure 81. TADR vs. SNR for Red device DUT5 using the Red reference signal
Figure 82. TADR vs. SNR_A for Red device DUT5 using the Red reference signal after regenerating the threshold value.

Figure 83. PMFs of DUT5 statistics at SNR_A = 40 dB and threshold (red dashed line) used to declare the operating condition. Anything greater than the threshold value is declared as Anomalous.
Figure 84. PMFs of DUT5 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition after regenerating the threshold value. Anything greater than the threshold value is declared as Anomalous.

Red Reference vs. DUT6

Figure 85. ROC Curve for Red device DUT6 using the Red reference signal at SNR$_A = -5$ dB.
Figure 86. TADR vs. SNR$_A$ for Red device DUT6 using the Red reference signal before regenerating the threshold value

Figure 87. TADR vs. SNR$_A$ for Red device DUT6 using the Red reference signal after regenerating the threshold value
Figure 88. TNVR vs. SNR$ _A$ for Red device DUT6 using the Red reference signal before regenerating the threshold value

Figure 89. TNVR vs. SNR$ _A$ for Red device DUT6 using the Red reference signal after regenerating the threshold value
Figure 90. PMFs of DUT6 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition before regenerating the threshold value. Anything greater than the threshold value is declared as Anomalous.

Figure 91. PMFs of DUT6 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition after regenerating the threshold value. Anything greater than the threshold value is declared as Anomalous.
Red Reference vs. DUT11

Figure 92. ROC Curve for Red device DUT11 using the Red reference signal at $\text{SNR}_A = -10\, \text{dB}$

Figure 93. TADR vs. $\text{SNR}_A$ for Red device DUT11 using the Red reference signal.
Figure 94. PMFs of DUT11 statistics at SNR$_A = 40$ dB and threshold (red dashed line) used to declare the operating condition. Anything greater than the threshold value is declared as Anomalous.
Appendix B

Normal Operation C Code

This section provides the C code used to implement the Normal Advanced Encryption Standard (AES) algorithm on the Texas Instruments (TI) MSP430 microcontroller. The main program contains the code to add the trigger and illuminate the Light-Emitting Diodes (LEDs). The AES program is the full AES routine, including the plaintext values used.

main_aes_loop.c

/* --COPYRIGHT--, BSD
 * Copyright (c) 2011, Texas Instruments Incorporated
 * All rights reserved.
 * *
 * Redistribution and use in source and binary forms, with or without
 * modification, are permitted provided that the following conditions
 * are met:
 * *
 * Redistributions of source code must retain the above copyright
 * notice, this list of conditions and the following disclaimer.
 * *
 * Redistributions in binary form must reproduce the above copyright
 * notice, this list of conditions and the following disclaimer in the
 * documentation and/or other materials provided with the distribution.
 * *
 * Neither the name of Texas Instruments Incorporated nor the names of
 * its contributors may be used to endorse or promote products derived
 * from this software without specific prior written permission.
 * *
 * THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS"
 * AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO,
 * THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR
 * PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR
 * CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL,
```c
#include "msp430f5529.h"
#include "TI_aes_128_encr_only.c"
#include "TI_aes_128_encr_only.h"
#include <msp430.h>
#include "TI_aes_128_encr_only.h"

int main( void )
{
    WDTCTL = WDTPW + WDTHOLD; // Stop watchdog timer
    P1DIR |= 0x01; P1OUT = 0x00; // Set P1.0 to output direction, mod for trigger
    P8DIR |= 0x06; P8OUT = 0x00; // Set P8.1 and P8.2 to output direction,
    // mod for error and loop count
    // 8.1 (led2) for toggle of 500 loops, 8.2 (led3)
    // for errors in one AES loop
    P7SEL |= BIT7;
    P7DIR |= BIT7;

    volatile unsigned int l; // counts 500 loops
    l = 0;

    unsigned char err_count = 0;

    for(;;) { // mod for continual loop
        l++;
        unsigned char i;

        unsigned char state[] = {0x00, 0x11, 0x22, 0x33, 0x44, 0x55, 0x66, 0x77,
                                  0x88, 0x99, 0xaa, 0xbb, 0xcc, 0xdd, 0xee, 0xff};
        unsigned char ciphertext[] = {0x69, 0xc4, 0xe0, 0xd8, 0x6a, 0x7b, 0x04, 0x30,
                                      0x99, 0x99};
    }
```
0xd8, 0xc0, 0xb7, 0x80, 0x70, 0xb4, 0xc5, 0x5a};

unsigned char key[] = {0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06, 0x07,
0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0x0e, 0x0f};

P1OUT |= 0x01; // Set P1.0 high w/ OR to signal AES encrypt entry

aes_encrypt(state, key);

P1OUT &= 0xFE; //reset P1.0 low with AND on p1.0 set to go LOW

for (i=0;i<16;i++) {
    if (state[i] != ciphertext[i]) {
        err_count++;
    }
    if (err_count>0) { //added to check for get errors
        P8OUT |= 0x04; //led 3 on is an error, OR to preserve other LEDs
        //err_count=0;
    }
}

if (l>=100) {
    l=0;
    P8OUT ^= 0x02; //toggle LED2, when have 500 loops done
    err_count=0;
    P8OUT &= 0xFB; //reset LED3 if it was on, keep LED2 in current state
}

return 0;

TI_aes_128_encr_only.c.

/*/ --COPYRIGHT--, BSD
* Copyright (c) 2011, Texas Instruments Incorporated
* All rights reserved.
* Redistribution and use in source and binary forms, with or without
* modification, are permitted provided that the following conditions
* are met:
Redistributions of source code must retain the above copyright notice, this list of conditions and the following disclaimer.

Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following disclaimer in the documentation and/or other materials provided with the distribution.

Neither the name of Texas Instruments Incorporated nor the names of its contributors may be used to endorse or promote products derived from this software without specific prior written permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO,

THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO,

PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS;

OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY,

WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE,

EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

--/COPYRIGHT--*/
/*
 * TI_aes_128_encr_only.c
 *
 * Created on: Nov 3, 2011
 * Author: Eric Peeters
 */

// forward sbox

const unsigned char sbox[256] = {
0x63, 0x7c, 0x77, 0x7b, 0xf2, 0x6b, 0x6f, 0xc5, 0x30, 0x01, 0x67, 0x2b, 0xfe, 0xd7, 0xab, 0x76, //0
0xca, 0x82, 0xc9, 0x7d, 0xfa, 0x59, 0x47, 0xf0, 0xad, 0xd4, 0xa2, 0xaf, 0x9c, 0xa4, 0x72, 0xc0, //1
0xb7, 0xfd, 0x93, 0x26, 0x36, 0x3f, 0xf7, 0xcc, 0x34, 0xa5, 0xe5, 0xef, 0x71, 0xd8, 0x31, 0x15, //2
// multiply by 2 in the galois field
unsigned char galois_mul2(unsigned char value)
{
    signed char temp;
    // cast to signed value
    temp = (signed char) value;
    // if MSB is 1, then this will signed extend and fill the temp variable with 1's
    temp = temp >> 7;
    // AND with the reduction variable
    temp = temp & 0x1b;
    // finally shift and reduce the value
    return ((value << 1)^temp);
}

// aes encryption function
// It manipulates the state and computes the key schedule on the fly
void aes_encrypt(unsigned char *state, unsigned char *key)
{
    unsigned char buf1, buf2, buf3, buf4, round, i;
    unsigned char rcon;

    // Rcon initial value. All subsequent values are computed.
    rcon = 0x01;

    // main AES data loop
    for (round = 0; round < 10; round++){
/add key + sbox
for (i = 0; i < 16; i++){
    state[i]=sbox[state[i] ^ key[i]];
}

//shift rows
buf1 = state[1];
state[1] = state[5];
state[5] = state[9];
state[9] = state[13];
state[13] = buf1;

buf1 = state[2];
buf2 = state[6];
state[2] = state[10];
state[6] = state[14];
state[10] = buf1;
state[14] = buf2;

buf1 = state[15];
state[11] = state[7];
state[7] = state[3];
state[3] = buf1;

//process mixcolumn for all rounds but the last one
if (round < 9) {
    for (i=0; i < 4; i++){
        // compute the current index
        buf4 = (i << 2);
        buf1 = state[buf4] ^ state[buf4+1] ^ state[buf4+2] ^ state[buf4+3];
        buf2 = state[buf4];
        buf3 = state[buf4]^state[buf4+1]; buf3=galois_mul2(buf3); state[buf4] = state[buf4] ^ buf3 ^ buf1;
        buf3 = state[buf4+1]^state[buf4+2]; buf3=galois_mul2(buf3); state[buf4+1] = state[buf4+1] ^ buf3 ^ buf1;
        buf3 = state[buf4+2]^state[buf4+3]; buf3=galois_mul2(buf3); state[buf4+2] = state[buf4+2] ^ buf3 ^ buf1;
        buf3 = state[buf4+3]^buf2; buf3=galois_mul2(buf3); state[buf4+3] = state[buf4+3] ^ buf3 ^ buf1;
    }
}
//key schedule
// compute the 16 next round key bytes
key[0] = sbox[key[13]]^key[0]^rcon;
key[1] = sbox[key[14]]^key[1];
key[2] = sbox[key[15]]^key[2];
key[3] = sbox[key[12]]^key[3];
for (i=4; i<16; i++) {
    key[i] = key[i] ^ key[i-4];
}
// compute the next Rcon value
rcon = galois_mul2(rcon);
}

// process last AddRoundKey
for (i = 0; i <16; i++){
    state[i]=state[i] ^ key[i];
}
}

**Anomalous Operation C Code**

This section provides the C code used to implement the *Anomalous* AES algorithm on the TI MSP430 microcontroller. The main program contains the code to add the trigger and illuminate the LEDs. The AES program is the full AES routine, including the plaintext values used.

**main aes loop.c.**

The *Anomalous* main_aes_loop.c program is identical to the *Normal* main_aes_loop.c program

**TI aes 128 encr only.c.**

/* --COPYRIGHT--.BSD
* Copyright (c) 2011, Texas Instruments Incorporated
* All rights reserved.
* */
const unsigned char sbox[256] = {
//0 1 2 3 4 5 6 7 8 9 A B C D E F
}
0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06, 0x07, 0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0x0e, 0x0f, //0
0x10, 0x11, 0x12, 0x13, 0x14, 0x15, 0x16, 0x17, 0x18, 0x19, 0x1a, 0x1b, 0x1c, 0x1d, 0x1e, 0x1f, //1
0x20, 0x21, 0x22, 0x23, 0x24, 0x25, 0x26, 0x27, 0x28, 0x29, 0x2a, 0x2b, 0x2c, 0x2d, 0x2e, 0x2f, //2
0x30, 0x31, 0x32, 0x33, 0x34, 0x35, 0x36, 0x37, 0x38, 0x39, 0x3a, 0x3b, 0x3c, 0x3d, 0x3e, 0x3f, //3
0x40, 0x41, 0x42, 0x43, 0x44, 0x45, 0x46, 0x47, 0x48, 0x49, 0x4a, 0x4b, 0x4c, 0x4d, 0x4e, 0x4f, //4
0x50, 0x51, 0x52, 0x53, 0x54, 0x55, 0x56, 0x57, 0x58, 0x59, 0x5a, 0x5b, 0x5c, 0x5d, 0x5e, 0x5f, //5
0x60, 0x61, 0x62, 0x63, 0x64, 0x65, 0x66, 0x67, 0x68, 0x69, 0x6a, 0x6b, 0x6c, 0x6d, 0x6e, 0x6f, //6
0x70, 0x71, 0x72, 0x73, 0x74, 0x75, 0x76, 0x77, 0x78, 0x79, 0x7a, 0x7b, 0x7c, 0x7d, 0x7e, 0x7f, //7
0x80, 0x81, 0x82, 0x83, 0x84, 0x85, 0x86, 0x87, 0x88, 0x89, 0x8a, 0x8b, 0x8c, 0x8d, 0x8e, 0x8f, //8
0x90, 0x91, 0x92, 0x93, 0x94, 0x95, 0x96, 0x97, 0x98, 0x99, 0x9a, 0x9b, 0x9c, 0x9d, 0x9e, 0x9f, //9
0xa0, 0xa1, 0xa2, 0xa3, 0xa4, 0xa5, 0xa6, 0xa7, 0xa8, 0xa9, 0xaa, 0xab, 0xac, 0xad, 0xae, 0xf0, //A
0xb0, 0xb1, 0xb2, 0xb3, 0xb4, 0xb5, 0xb6, 0xb7, 0xb8, 0xb9, 0xba, 0xbb, 0xbc, 0xbd, 0xbe, 0xbf, //B
0xc0, 0xc1, 0xc2, 0xc3, 0xc4, 0xc5, 0xc6, 0xc7, 0xc8, 0xc9, 0xca, 0xcb, 0xcc, 0xcd, 0xce, 0xcf, //C
0xd0, 0xd1, 0xd2, 0xd3, 0xd4, 0xd5, 0xd6, 0xd7, 0xd8, 0xd9, 0xda, 0xdb, 0xdc, 0xdd, 0xde, 0xdf, //D
0xe0, 0xe1, 0xe2, 0xe3, 0xe4, 0xe5, 0xe6, 0xe7, 0xe8, 0xe9, 0xea, 0xeb, 0xec, 0xed, 0xee, 0xef, //E
0xf0, 0xf1, 0xf2, 0xf3, 0xf4, 0xf5, 0xf6, 0xf7, 0xf8, 0xf9, 0xfa, 0xfb, 0xfc, 0xfd, 0xfe, 0xff, ); //F

// multiply by f in the galois field
unsigned char galois_mul2(unsigned char value)
{
    signed char temp;
    // cast to signed value
    temp = (signed char) value;
    // if MSB is 1, then this will signed extend and fill
    // the temp variable with 1's
    temp = temp >> 7;
    // AND with the reduction variable
    temp = temp & 0x1b;
    // finally shift and reduce the value
    return ((value << 1)^temp);
}

// aes encryption function
// It manipulates the state and computes the key schedule on the fly
void aes_encrypt(unsigned char *state, unsigned char *key)
{
    unsigned char buf1, buf2, buf3, buf4, round, i;
    unsigned char rcon;

    // Rcon initial value. All subsequent values are computed.
rcon = 0x01;

// main AES data loop
for (round = 0; round < 10; round++){

//add key + sbox
    for (i = 0; i <16; i++){
        state[i]=sbox[state[i] ^ key[i]];
    }

//shift rows
    buf1 = state[1];
    state[1] = state[5];
    state[5] = state[9];
    state[9] = state[13];
    state[13] = buf1;

    buf1 = state[2];
    buf2 = state[6];
    state[2] = state[10];
    state[6] = state[14];
    state[10] = buf1;
    state[14] = buf2;

    buf1 = state[15];
    state[11] = state[7];
    state[7] = state[3];
    state[3] = buf1;

//process mixcolumn for all rounds but the last one
    if (round < 9) {
        for (i=0; i <4; i++){  
            // compute the current index
            buf4 = (i << 2);
            buf1 = state[buf4] ^ state[buf4+1] ^ state[buf4+2] ^ state[buf4+3];
            buf2 = state[buf4];
            buf3 = state[buf4] ^ state[buf4+1];
            buf3 = galois_mul2(buf3);
            buf3 = state[buf4+1] ^ state[buf4+2];
        }
buf3=galois_mul2(buf3);
state[buf4+1] = state[buf4+1] ^ buf3 ^ buf1;
buf3 = state[buf4+2]^state[buf4+3];
buf3=galois_mul2(buf3);
state[buf4+2] = state[buf4+2] ^ buf3 ^ buf1;
buf3 = state[buf4+3]^buf2;
buf3=galois_mul2(buf3);
state[buf4+3] = state[buf4+3] ^ buf3 ^ buf1;
}
}

// key schedule
// compute the 16 next round key bytes
key[0] = sbox[key[13]]^key[0]^rcon;
key[1] = sbox[key[14]]^key[1];
key[2] = sbox[key[15]]^key[2];
key[3] = sbox[key[12]]^key[3];
for (i=4; i<16; i++) {
key[i] = key[i] ^ key[i-4];
}

// compute the next Rcon value
rcon = galois_mul2(rcon);
}

// process last AddRoundKey
for (i = 0; i <16;  i++){
    state[i]=state[i] ^ key[i];
}
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